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PREFACE 

Reports in this volume are numbered consecutively beginning with number 1. Each report is 
paginated with the report number followed by consecutive page numbers, e.g., 1-1, 1-2, 1-3; 2-1, 2-2, 
2-3. 

Due to its length, Volume 5 is bound in three parts, 5A, 5B and 5C.  Volume 5A contains #1- 
24. Volume 5B contains reports #25-48 and 5C contains #49-70.   The Table of Contents for Volume 5 
is included in all parts. 

This document is one of a set of 16 volumes describing the 1997 AFOSR Summer Research 
Program. The following volumes comprise the set: 

VOLUME 

1 

2A&2B 

3A&3B 

4A&4B 

5A , 5B & 5C 

6 

7A&7B 

10A & 10B 

11 

12A & 12B 

13 

14 

15B&15B 

16 

TITLE 

Program Management Report 

Summer Faculty Research Program (SFRP) Reports 

Armstrong Laboratory 

Phillips Laboratory 

Rome Laboratory 

Wright Laboratory 

Arnold Engineering Development Center, United States Air Force Academy and 

Air Logistics Centers 

Graduate Student Research Program (GSRP) Reports 

Armstrong Laboratory 

Phillips Laboratory 

Rome Laboratory 

Wright Laboratory 

Arnold Engineering Development Center, Wilford Hall Medical Center and 

Air Logistics Centers 

High School Apprenticeship Program (HSAP) Reports 

Armstrong Laboratory 

Phillips Laboratory 

Rome Laboratory 

Wright Laboratory 

Arnold Engineering Development Center 
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I.        INTRODUCTION 

The Summer Research Program (SRP), sponsored by the Air Force Office of Scientific Research 
(AFOSR), offers paid opportunities for university faculty, graduate suidents. and high school students 
to conduct research in U.S. Air Force research laboratories nationwide during the summer. 

Introduced by AFOSR in 1978, this innovative program is based on the concept of teaming academic 
researchers with Air Force scientists in the same disciplines using laboratory facilities and equipment 
not often available at associates' institutions. 

The Summer Faculty Research Program (SFRP) is open annually to approximately 150 faculty 
members with at least two years of teaching and/or research experience in accredited U.S. colleges, 
universities, or technical institutions. SFRP associates must be either U.S. citizens or permanent 
residents. 

The Graduate Student Research Program (GSRP) is open annually to approximately 100 graduate 
students holding a bachelor's or a master's degree; GSRP associates must be U.S. citizens enrolled full 
time at an accredited institution. 

The High School Apprentice Program (HSAP) annually selects about 125 high school students located 
within a twenty mile commuting distance of participating Air Force laboratories. 

AFOSR also offers its research associates an opportunity, under the Summer Research Extension 
Program (SREP), to continue their AFOSR-sponsored research at their home institutions through the 
award of research grants. In 1994 the maximum amount of each grant was increased from $20,000 to 
$25,000, and the number of AFOSR-sponsored grants decreased from 75 to 60. A separate annual 
report is compiled on the SREP. 

The numbers of projected summer research participants in each of the three categories and SREP 
"grants" are usually increased through direct sponsorship by participating laboratories. 

AFOSR's SRP has well served its objectives of building critical links between Air Force research 
laboratories and the academic community, opening avenues of communications and forging new 
research relationships between Air Force and academic technical experts in areas of national interest, 
and strengthening the nation's efforts to sustain careers in science and engineering. The success of the 
SRP can be gauged from its growth from inception (see Table 1) and from the favorable responses the 
1997 participants expressed in end-of-tour SRP evaluations (Appendix B). 

AFOSR contracts for administration of the SRP by civilian contractors. The contract was first 
awarded to Research & Development Laboratories (RDL) in September 1990. After completion of the 



1990 contract, RDL (in 1993) won the recompetition for the basic year and four 1-year options. 

2.        PARTICIPATION IN THE SUMMER RESEARCH PROGRAM 

The SRP began with faculty associates in 1979; graduate students were added in 1982 and high school 
students in 1986. The following table shows the number of associates in the program each year. 

YEAR SRP Participation, by Year TOTAL 

SFRP GSRP HSAP 

1979 70 70 

1980 87 87 

1981 87 87 

1982 91 17 108 

1983 101 53 154 

1984 152 84 236 

1985 154 92 246 

1986 158 100 42 300 

1987 159 101 73 333 

1988 153 107 101 361 

1989 168 102 103 373 

1990 165 121 132 418 

1991 170 142 132 444 

1992 185 121 159 464 

1993 187 117 136 440 

1994 192 117 133 442 

1995 190 115 137 442 

1996 188 109 138 435 

1997 148 98 140 427 



Beginning in 1993, due to budget cuts, some of the laboratories weren't able to afford to fund as many 
associates as in previous years. Since then, the number of funded positions has remained fairly 

constant at a slightly lower level. 

3.        RECRUITING AND SELECTION 

The SRP is conducted on a nationally advertised and competitive-selection basis. The advertising for 
faculty and graduate students consisted primarily of the mailing of 8,000 52-page SRP brochures to 
chairpersons of departments relevant to AFOSR research and to administrators of grants in accredited 
universities, colleges, and technical institutions. Historically Black Colleges and Universities 
(HBCUs) and Minority Institutions (Mis) were included. Brochures also went to aU participating 
USAF laboratories, the previous year's participants, and numerous individual requesters (over 1000 

annually). 

RDL placed advertisements in the following publications: Black Issues in Higher Education, Winds of 
Change, and IEEE Spectrum. Because no participants list either Physics Today or Chemical & 
Engineering News as being their source of learning about the program for the past several years, 
advertisements in these magazines were dropped, and the funds were used to cover increases m 

brochure printing costs. 

High school applicants can participate only in laboratories located no more than 20 miles from their 
residence. Tailored brochures on the HSAP were sent to the head counselors of 180 high schools m 
the vicinity of participating laboratories, with instructions for publicizing the program in their schools. 
High school students selected to serve at Wright Laboratory's Armament Directorate (Eglin Air Force 

Base, Florida) serve eleven weeks as opposed to the eight weeks normally worked by high school 
students at all other participating laboratories. 

Each SFRP or GSRP applicant is given a first, second, and third choice of laboratory. High school 
students who have more than one laboratory or directorate near their homes are also given first, 

second, and third choices. 

Laboratories make their selections and prioritize their nominees. AFOSR then determines the number 
to be funded at each laboratory and approves laboratories' selections. 

Subsequently, laboratories use their own funds to sponsor additional candidates. Some selectees do 
not accept the appointment, so alternate candidates are chosen. This multi-step selection procedure 
results in some candidates being notified of their acceptance after scheduled deadlines. The total 
applicants     and     participants      for      1997      are     shown     in      this     table. 



1997 Applicants and Participants 

PARTICIPANT 
CATEGORY 

TOTAL 
APPLICANTS 

SELECTEES DECLESTNG 
SELECTEES 

SFRP 490 188 32 

(HBCU/MD (0) (0) (0) 
GSRP 202 98 9 

(HBCU/MD (0) (0) (0) 

HSAP 433 140 14   

TOTAL 1125 426 »        1 
4.        SITE VISITS 

During June and July of 1997, representatives of both AFOSR/NI and RDL visited each participating 
laboratory to provide briefings, answer questions, and resolve problems for both laboratory personnel 
and participants. The objective was to ensure that the SRP would be as constructive as possible for all 
participants. Both SRP participants and RDL representatives found these visits beneficial. At many of 
the laboratories, this was the only opportunity for all participants to meet at one time to share their 
experiences and exchange ideas. 

5.        HISTORICALLY  BLACK   COLLEGES  AND  UNTVERSITIES   AND  MINORITY 
INSTITUTIONS (HBCU/MIs) 

Before 1993, an RDL program representative visited from seven to ten different HBCU/MIs annually 
to promote interest in the SRP among the faculty and graduate students. These efforts were marginally 
effective, yielding a doubling of HBCI/MI applicants. In an effort to achieve AFOSR's goal of 10% 
of all applicants and selectees being HBCU/MI qualified, the RDL team decided to try other avenues 
of approach to increase the number of qualified applicants. Through the combined efforts of the 
AFOSR Program Office at Boiling AFB and RDL, two very active minority groups were found, 
HACU (Hispanic American Colleges and Universities) and AISES (American Indian Science and 
Engineering Society). RDL is in communication with representatives of each of these organizations on 
a monthly basis to keep up with the their activities and special events. Both organizations have 
widely-distributed magazines/quarterlies in which RDL placed ads. 

Since 1994 the number of both SFRP and GSRP HBCU/MI applicants and participants has increased 
ten-fold, from about two dozen SFRP applicants and a half dozen selectees to over 100 applicants and 
two dozen selectees, and a half-dozen GSRP applicants and two or three selectees to 18 applicants and 
7 or 8 selectees. Since 1993, the SFRP had a two-fold applicant increase and a two-fold selectee 
increase. Since 1993, the GSRP had a three-fold applicant increase and a three to four-fold increase in 
selectees. 



In addition to RDL's special recruiting efforts, AFOSR attempts each year to obtain additional funding 
or use leftover funding from cancellations the past year to fund HBCU/MI associates. This year, 5 
HBCU/MI SFRPs declined after they were selected (and there was no one qualified to replace them 
with). The following table records HBCU/MI participation in this program. 

SRP HBCU/MI Participati on, By Year 

YEAR SFRP GSRP 

Applicants Participants Applicants Participants 

1985 76 23 15 11 

1986 70 18 20 10 

1987 82 32 32 10 

1988 53 17 23 14 

1989 39 15 13 4 

1990 43 14 17 3 

1991 42 13 8 5 

1992 70 13 9 5 

1993 60 13 6 2 

1994 90 16 11 6 

1995 90 21 20 8 

1996 119 27 18 7 

6.        SRP FUNDING SOURCES 

Funding sources for the 1997 SRP were the AFOSR-provided slots for the basic contract and 
laboratory funds. Funding sources by category for the 1997 SRP selected participants are shown here. 



1997 SRP FUNDING CATEGORY            SFRP GSRP HSAP 

AFOSR Basic Allocation Funds                     141 89 123 

USAF Laboratory Funds                                48 9 17 

HBCU/M By AFOSR                        j            0 
(Using Procured Addn'l Funds)           j 

0 N/A 

TOTAL                                    9 98 140 

SFRP -188 were selected, but thirty two canceled too late to be replaced. 
GSRP - 98 were selected, but nine canceled too late to be replaced. 
HSAP - 140 were selected, but fourteen canceled too late to be replaced. 

7.        COMPENSATION FOR PARTICIPANTS 

Compensation for SRP participants, per five-day work week, is shown in this table. 

1997 SRP Associate Compensation 

PARTICIPANT CATEGORY 1991 1992 1993 1994 1995 1996 1997  | 

Faculty Members S690 $718 $740 $740 S740 $770 $770 

Graduate Student 
(Master's Degree) 

S425 $442 $455 $455 S455 $470 $470 

  

Graduate Student 
(Bachelor's Degree) 

S365 $380 $391 $391 S391 $400 $400 

High School Student 
(First Year) 

S200 $200 $200 $200 $200 $200 $200 

High School Student 
j       (Subsequent Years) 

S240 $240 $240 $240 $240 S240 $240 

The program also offered associates whose homes were more than 50 miles from the laboratory an 
expense allowance (seven days per week) of $50/day for faculty and $40. day for graduate students. 
Transportation to the laboratory at the beginning of their tour and back to their home destinations at 
the end was also reimbursed for these participants. Of the combined SFRP and GSRP associates, 
65 % (194 out of 286) claimed travel reimbursements at an average round-trip cost of $776. 

Faculty members were encouraged to visit their laboratories before their summer tour began. All costs 
of these orientation visits were reimbursed. Forty-three percent (85 out of 188) of faculty associates 
took orientation trips at an average cost of S3 88. By contrast, in 1993, 58 % of SFRP associates took 



orientation visits at an average cost of S685; that was the highest percentage of associates opting to 
take an orientation trip since RDL has administered the SRP, and the highest average cost of an 
orientation trip. These 1993 numbers are included to show the fluctuation which can occur in these 
numbers for planning purposes. 

Program participants submitted biweekly vouchers countersigned by their laboratory research focal 
point, and RDL issued paychecks so as to arrive in associates' bands two weeks later. 

This is the second year of using direct deposit for the SFRP and GSRP associates. The process went 
much more smoothly with respect to obtaining required information from the associates, only 1% of 
the associates' information needed clarification in order for direct deposit to properly function as 
opposed to 10% from last year. The remaining associates received their stipend and expense payments 

via checks sent in the US mail. 

HSAP program participants were considered actual RDL employees, and their respective state and 
federal income tax and Social Security were withheld from their paychecks. By the nature of their 
independent research. SFRP and GSRP program participants were considered to be consultants or 
independent contractors. As such, SFRP and GSRP associates were responsible for their own income 
taxes, Social Security, and insurance. 

8. CONTENTS OF THE 1997 REPORT 

The complete set of reports for the 1997 SRP includes this program management report (Volume 1) 
augmented by fifteen volumes of final research reports by the 1997 associates, as indicated below: 

1997 SRP Final Report Volume Assignments 

LABORATORY SFRP GSRP HSAP 

Armstrong 2 7 12 

Phillips 3 8 13 

I   Rome 4 9 14 

i  W right 5A, 5B 10 15 

AEDC, ALCs, \VHMC 6 11 16 



APPENDIX A - PROGRAM STATISTICAL SUMMARY 

A. Colleges/Universities Represented 

Selected SFRP associates represented 169 different colleges, universities, and instimtions, 
GSRP associates represented 95 different colleges, universities, and institutions. 

B. States Represented 

SFRP -Applicants came from 47 states plus Washington D.C. Selectees represent 44 states. 

GSRP - Applicants came from 44 states. Selectees represent 32 states. 

HSAP - Applicants came from thirteen states. Selectees represent nine states. 

Total Number of Participants 

SFRP 189 

GSRP 97 

HSAP 140 

TOTAL 426 

Degrees Represented 

SFRP             GSRP TOTAL 

Doctoral 184                 0 184 

Master's 2                   41 43 

Bachelor's 0                  56 56 

TOTAL 186                97 298 

A-l 



1                           SFRP Academic Titles 

1 Assistant Professor 64 

Associate Professor 
70 

Professor 40                   1 

Instructor 0 

Chairman 1 

Visiting Professor i 

Visiting Assoc. Prof. 1 

Research Associate 9             ! 

TOTAL 186 

1                     Source of Learning About the SRP 

Category Applicants Selectees 

Applied/participated in prior years 28% 34% 

Colleague familiar with SRP 19% 16% 

Brochure mailed to institution 23% 17% 

Contact with Air Force laboratory 17% 23% 

IEEE Spectrum 2% 1% 

BIIHE 1% 1% 

Other source 10% 8% 

TOTAL 100% 100% 

A-2 



APPENDIX B - SRP EVALUATION RESPONSES 

1. OVERVIEW 

Evaluations were completed and returned to RDL by four groups at the completion of the SRP.   The 
number of respondents in each group is shown below. 

Table B-l. Total SRP Evaluations Received 

Evaluation Group Responses    j 

SFRP & GSRPs 275        I 

HSAPs 113 

USAF Laboratory Focal Points 84 

USAF Laboratory HSAP Mentors 6     \ 

All groups indicate unanimous enthusiasm for the SRP experience. 

The summarized recommendations for program improvement from both associates and laboratory 
personnel are listed below: 

A.       Better preparation on the labs' part prior to associates' arrival (i.e., office space, 
computer assets, clearly defined scope of work). 

B.        Faculty Associates suggest higher stipends for SFRP associates. 

C. Both HSAP Air Force laboratory mentors and associates would like the summer tour 
extended from the current 8 weeks to either 10 or 11 weeks; the groups state it takes 4- 
6 weeks just to get high school students up-to-speed on what's going on at laboratory. 
(Note: this same argument was used to raise the faculty and graduate student 
participation time a few years ago.) 
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2. 1997 USAF LABORATORY FOCAL POINT (LFF) EVALUATION RESPONSES 

The summarized results Usted below are from the 84 LFP evaluations received. 

1. LFP evaluations received and associate preferences: 

How Manv Associates Would You Prefer To Get, (% Response) 

Lab Evals 
Recv'd 

0 
SFRP 

1          2 3+ 
GSRP (w/Univ Professor) 
0          12        3+ 

GSRP (w/o Univ Professor) 
0          12        3+ 

AEDC 
WHMC 
AL 
USAFA 
PL 
RL 
WL 

0 
0 
7 
1 

25 
5 

46 

28 
0 
40 
60 
30 

28        28 
100        0 
40         16 
40         0 
43         20 

14 
0 
4 
0 
6 

54        14         28         0 
100        0          0          0 
88         12         0          0 
80         10          0           0 
78         17          4           0 

86         0         14 
0         100        0 
84         12         4 
100        0          0 
93         4          2 

0 
0 
0 
0 
0 

Total 84 32% 50%     13% 5% 80%     11%      6%       0% 73%     23%      4% 0% 

LFP Evaluation Summary. The summarized responses, by laboratory, are listed on the following 
page. LFPs were asked to rate the following questions on a scale from 1 (below average) to 5 (above 

average). 

2. LFPs involved in SRP associate application evaluation process: 
a. Time available for evaluation of applications: 
b. Adequacy of applications for selection process: 

3. Value of orientation trips: 
4. Length of research tour: 
5 a. Benefits of associate's work to laboratory: 

b. Benefits of associate's work to Air Force: 
6. a. Enhancement of research qualifications for LFP and staff: 

b. Enhancement of research qualifications for SFRP associate: 
c. Enhancement of research qualifications for GSRP associate: 

7. a. Enhancement of knowledge for LFP and staff: 
b. Enhancement of knowledge for SFRP associate: 
c. Enhancement of knowledge for GSRP associate: 

8. Value of Air Force and university links: 
9. Potential for future collaboration: 
10. a. Your working relationship with SFRP: 

b. Your working relationship with GSRP: 
11. Expenditure of your time worthwhile: 

(Continued on next page) 
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12. Quality of program literature for associate: 
13. a. Quality of RDL's communications with you: 

b. Quality of RDL's communications with associates: 
14. Overall assessment of SRP: 

Table B-3. Laboratory Focal Point Reponses to above questions 
AEDC AL USAFA PL RL WHMC WL 

# Evals Recv'd 0 1 1 14 5 0 46 
Question # 

2 
2a 
2b 
3 
4 
5a 
5b 
6a 
6b 
6c 
7a 
7b 
7c 
8 
9 

10a 
10b 
11 
12 

13a 
13b 
14 

86 % 0% 88% 80 % 85 % 
4.3 n/a 3.8 4.0 3.6 
4.0 n/a 3.9 4.5 4.1 
4.5 n/a 4.3 4.3 3.7 
4.1 4.0 4.1 4.2 3.9 
4.3 5.0 4.3 4.6 4.4 
4.5 n/a 4.2 4.6 4.3 
4.5 5.0 4.0 4.4 4.3 
4.3 n/a 4.1 5.0 4.4 
3.7 5.0 3.5 5.0 4.3 
4.7 5.0 4.0 4.4 4.3 
4.3 n/a 4.2 5.0 4.4 
4.0 5.0 3.9 5.0 4.3 
4.6 4.0 4.5 4.6 4.3 
4.9 5.0 4.4 4.8 4.2 
5.0 n/a 4.6 4.6 4.6 
4.7 5.0 3.9 5.0 4.4 
4.6 5.0 4.4 4.8 4.4 
4.0 4.0 4.0 4.2 3.8 
3.2 4.0 3.5 3.8 3.4 
3.4 4.0 3.6 4.5 3.6 
4.4 5.0 4.4 4.8 4.4 
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3. 1997 SFRP & GSRP EVALUATION RESPONSES 

The summarized results Usted below are from the 257 SFRP/GSRP evaluations received. 

Associates were asked to iafe the following questions on a scale from 1 (below average) to 5 (above 
average) - by Air Force base results and over-all results of the 1997 evaluations are listed after the 

questions. 

1. The match between the laboratories research and your field: 
2. Your working relationship with your LFP: 
3. Enhancement of your academic qualifications: 
4. Enhancement of your research qualifications: 
5. Lab readiness for you: LFP, task, plan: 
6. Lab readiness for you: equipment, supplies, facilities: 
7. Lab resources: 
8. Lab research and administrative support: 
9. Adequacy of brochure and associate handbook: 
10. RDL communications with you: 
11. Overall payment procedures: 
12. Overall assessment of the SRP: 
13. a. Would you apply again? 

b. Will you continue this or related research? 
14. Was length of your tour satisfactory? 
15. Percentage of associates who experienced difficulties in finding housing: 
16. Where did you stay during your SRP tour? 

a. At Home: 
b. With Friend: 
c. On Local Economy: 
d. Base Quarters: 

17. Value of orientation visit: 
a. Essential: 
b. Convenient: 
c. Not Worth Cost: 
d. Not Used: 

SFRP and GSRP associate's responses are Usted in tabular format on the Mowing page. 
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Table B-4.   1997 SFRP & GSRP Associate Responses to SRP Evaluation 

Arnold Brooks Edward* Etfin Griffii llanvntu Kelly KirtLuid Ljrktood Robini Tymbn VVPAFH average 

res 
6 48 6 14 31 19 3 32 1 2 m 85 257 

1 4.8 4.4 4.6 4.7 4.4 4.9 4.6 4.6 5.0 5.0 4.0 4.7 4.6 
2 5.0 4.6 4.1 4.9 4.7 4.7 5.0 4.7 5.0 5.0 4.6 4.8 4.7 
3 4.5 4.4 4.0 4.6 4.3 4.2 4.3 4.4 5.0 5.0 4.5 4.3 4.4 
4 4.3 4.5 3.8 4.6 4.4 4.4 4.3 4.6 5.0 4.0 4.4 4.5 4.5 
5 4.5 4.3 3.3 4.8 4.4 4.5 4.3 4.2 5.0 5.0 3.9 4.4 4.4 
6 4.3 4.3 3.7 4.7 4.4 4.5 4.0 3.8 5.0 5.0 3.8 4.2 4.2 
7 4.5 4.4 4.2 4.8 4.5 4.3 4.3 4.1 5.0 5.0 4.3 4.3 4.4 
8 4.5 4.6 3.0 4.9 4.4 4.3 4.3 4.5 5.0 5.0 4.7 4.5 4.5 
9 4.7 4.5 4.7 4.5 4.3 4.5 4.7 4.3 5.0 5.0 4.1 4.5 4.5 
10 4.2 4.4 4.7 4.4 4.1 4.1 4.0 4.2 5.0 4.5 3.6 4.4 4.3 
11 3.8 4.1 4.5 4.0 3.9 4.1 4.0 4.0 3.0 4.0 3.7 4.0 4.0 
U 5.7 4.7 4.3 4.9 4.5 4.9 4.7 4.6 5.0 4.5 4.6 4.5 4.6 

Numbers below are percentages 
13a 83 90 83 93 87 75 100 81 100 100 100 86 87 
13b 100 89 83 100 94 98 100 94 100 100 100 94 93 
14 83 96 100 90 87 80 100 92 100 100 70 84 88 
15 17 6 0 33 20 76 33 25 0 100 20 8 39 

16a - 26 17 9 38 23 33 4 - - . 30 
16b 100 33 - 40 - 8 - - . - 36 2 
16c - 41 83 40 62 69 67 96 100 100 64 68 
16d - - • - - - - . . - . 0 
17a - 33 100 17 50 14 67 39 . 50 40 31 35 
17b - 21 - 17 10 14 - 24 - 50 20 16 16 
17c - - - - 10 7 . - - - - 2 3 
17d 100 46 - 66 30 69 33 37 100 - 40 51 46 
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4. 1997 USAF LABORATORY HSAP MENTOR EVALUATION RESPONSES 

Not enough evaluations received (5 total) from Mentors to do useful summary. 
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5. 1997 HSAP EVALUATION RESPONSES 

The summarized results listed below are from the 113 HSAP evaluations received. 

HSAP apprentices were asked to rate the following questions on a scale from 
1 (below average) to 5 (above average) 

1. Your influence on selection of topic/type of work. 
2. Working relationship with mentor, other lab scientists. 
3. Enhancement of your academic qualifications. 
4. Technically challenging work. 
5. Lab readiness for you: mentor, task, work plan, equipment. 
6. Influence on your career. 
7. Increased interest in math/science. 
8. Lab research & administrative support. 
9. Adequacy of RDL's Apprentice Handbook and administrative materials. 
10. Responsiveness of RDL communications. 
11. Overall payment procedures. 
12. Overall assessment of SRP value to you. 
13. Would you apply again next year? Yes (92 %) 
14. Will you pursue future studies related to this research? Yes (68 %) 
15. Was Tour length satisfactory? Yes (82 %) 

Arnold Brooks Edwards Eglin Griffiss Hanscom Kirtland TvndaD WPAFB Totals 

resp 
5 19 7 15 13 2 7 5 40 113 

1 
2 

2.8 
4.4 

3.3 
4.6 

3.4 
4.5 

3.5 
4.8 

3.4 
4.6 

4.0 
4.0 

3.2 
4.4 

3.6 
4.0 

3.6 
4.6 

3.4 
4.6 

3 
4 

4.0 
3.6 

4.2 
3.9 

4.1 
4.0 

4.3 
4.5 

4.5 
4.2 

5.0 
5.0 

4.3 
4.6 

4.6 
3.8 

4.4 
4.3 

4.4 
4.2 

5 
6 

4.4 
3.2 

4.1 
3.6 

3.7 
3.6 

4.5 
4.1 

4.1 
3.8 

3.0 
5.0 

3.9 
3.3 

3.6 
3.8 

3.9 
3.6 

4.0 
3.7 

7 
8 

2.8 
3.8 

4.1 
4.1 

4.0 
4.0 

3.9 
4.3 

3.9 
4.0 

5.0 
4.0 

3.6 
4.3 

4.0 
3.8 

4.0 
4.3 

3.9 
4.2 

9 
10 

4.4 
4.0 

3.6 
3.8 

4.1 
4.1 

4.1 
3.7 

3.5 
4.1 

4.0 
4.0 

3.9 
3.9 

4.0 
2.4 

3.7 
3.8 

3.8 
3.8 

11 
12 

4.2 
4.0 

4.2 
4.5 

3.7 
4.9 

3.9 
4.6 

3.8 
4.6 

3.0 
5.0 

3.7 
4.6 

2.6 
4.2 

3.7 
4.3 

3.8 
4.5 

Numben 5 below : ire percenta ses 

13 
14 

60% 
20% 

95% 
80% 

100% 
71% 

100% 
80% 

85% 
54% 

100% 
100% 

100% 
71% 

100% 
80% 

90% 
65% 

92% 
68% 

15 100% 70% 71% 100% 100% 50% 86% 60% 80% 82% 
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KINETIC STUDY OF THE THERMAL DECOMPOSITION 
OF f-BUTYLPHENYL PHOSPHATE USING THE 

SYSTEM FOR THERMAL DIAGNOSTIC STUDIES (STDS) 

Dennis R. Flentge 
Professor 

Department of Science and Mathematics 
Cedarville College 

Abstract 

The System for Thermal Diagnostic Studies (STDS), which links a thermal 

reactor cell directly to a gas chromatograph/mass spectrometer (GC/MS), allows one to 

examine the gas phase decomposition of materials as a function of temperature, time, and 

atmosphere. Tertiary-butylphenyl phosphate (r-BPP) shows some potential for use in 

lubricants which must function at high temperatures. The decomposition of f-BPP was 

studied at temperatures between 300°C and 700°C, rate constants were measured, and an 

activiation energy for the decomposition was calculated. 
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KINETIC STUDY OF THE THERMAL DECOMPOSITION 
OF r-BUTYLPHENYL PHOSPHATE USING THE 

SYSTEM FOR THERMAL DIAGNOSTIC STUDIES (STDS) 

Dennis R. Flentge 

Introduction 

As the demands for increased efficiency and greater power are made on turbine 

engines, the need for lubricants that function well at higher temperatures has grown. 

Lubricant performance can be enhanced by using additives which reduce wear or by 

improving the lubricant base stock. Tricresyl phosphate (TCP) has been used widely to 

enhance the anti-wear characteristics of synthetic lubricants but toxilogical concerns 

about its use exist. A related triaryl phosphate, f-butylphenyl phosphate (r-BPP), appears 

to be less toxic and could be a good substitute for TCP (7). A knowledge of the 

decomposition, reaction rate constants, and activation energies of f-BPP should 

contribute to the understanding of the processes occurring at elevated temperatures. 

Methodology 

The System for Thermal Diagnostic Studies (STDS) was designed by Rubey of 

the University of Dayton Research Institute to study incineration of hazardous wastes (2, 

3). Since the STDS provides control of temperature, reactive atmosphere, residence time 

of the reactant in the reaction vessel, pressure, and degree of mixing, it is also an 

excellent tool for kinetic studies of vapor phase lubricant samples (7j. 

The STDS contains four integrated components.  First, a control console 

regulates the temperature of the reactor cell and the flow of the reactor gas through it. 
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Second, a Hewlett-Packard model 5890A gas Chromatograph has been modified so that it 

can house the quartz reactor cell and the high temperature furnace. An unmodified 

model 5890A gas Chromatograph is the third component. Thermal reaction products and 

unreacted parent material are swept into this chamber and are deposited near the 

beginning of the Chromatographie column. Finally, a Hewlett-Packard model 5970B 

mass spectrometer analyzes materials separated by the gas Chromatograph. 

Temperature and residence time of the parent material in the reactor were 

components of interest in this study. The injector leading to the reactor cell was kept at 

225°C and the oven surrounding the reactor cell and furnace was at 300°C. The 

temperature of the reactor cell, controlled by the furnace, was set at values ranging from 

300°C to 700°C.  Air was the reactor gas for all of the experimental trials. Residence 

time was established by the flow rate of the reactor gas. 

A 0.2 microliter sample of the neat liquid was injected into the reaction 

compartment and the reactor gas carried the vaporized sample into the reactor cell. The 

flow was maintained for ten (10) minutes to insure that the entire sample had been 

carried through the reactor and that all of the products and unreacted parent material had 

been transported to the beginning of the gas Chromatographie column. Then the reactor 

gas flow was reduced and the helium flow through the Chromatographie column was 

increased. After the column was flushed two minutes to carry all of the air through the 

gas Chromatograph and past the detectors of the mass spectrometer, the program 

controlling the temperature increase of the gas Chromatograph and the detection of 
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particles in the mass spectrometer was started. The temperature was raised from 50°C to 

300°C at a rate of 57minute and was held at 300°C for 10 minutes. 

Reaction rates were followed by measuring the areas of peaks associated with 

fragments of f-BPP. The mass spectrometer looked for fragments with atomic masses 

ranging from 50 to 800 daltons.  Computer software extracted the peak areas for samples 

with atomic masses of 495, 479, 423, 382, and 367 daltons. These masses represent t- 

BPP and fragments formed by the loss of methyl and f-butyl groups from the benzene 

rings. The total area of peaks from these fragments was used to measure reaction rate. 

The mass spectrometer's sensitivity varied from day to day. A sample of f-BPP 

injected into the reactor set at 300°C served as the standard for each day's data.  All data 

collected on that day were adjusted using the ratio of the total peak area of the daily 

standard to the average peak area of the daily standards. 

The Chromatographie column, which is connected directly to the mass 

spectrometer, draws gas into itself at a rate that is independent of the flow rate of the 

reactor gas.  Samples of 1 % dodecane dissolved in hexane were injected at several 

different reactor gas flow rates. A plot of the log of the peak area versus flow rate gave 

a relationship used to correct the data for the effect of flow rate. 

Tertiarybutylphenyl phosphate is a blend of isomers with the f-butyl groups 

attached at the meta- and para- positions of the benzene ring.  The groups are sterically 

hindered from being in the ortho- position.  Methyl groups in the ortho- position seem to 

be an important factor in the toxicity of TCP. The structural formula for r-BPP is shown 
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below. 

CH, O CH3 

H3C—C <O)~0—?—°—^O) V~CH3 

CH3 O CH3 

H3C—C—CH3 

CH3 

Results 

Figure 1 shows a representative gas chromatogram of f-BPP at 300°C. The peak 

areas of the 300°C chromatograms are used as the daily standard and are assumed to be 

the concentration at zero time for the kinetic data. The average residence time for the 

300°C samples is 2.46 ± 0.02 seconds. 

Figure 2 shows the chromatogram for a sample at 620°C and residence time of 

4.18 seconds. In addition to the peaks from f-BPP there are several peaks containing 

decomposition products of f-BPP. At a retention time near twelve minutes f-butyl phenol 

is found. The peak spread over the first four minutes of the chromatogram is from 

phenol. At shorter retention time the phenol peak is smaller and the ?-butyl phenol peak 

is larger. 
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Wright indicated that at 650 °C a change in the activation energy for the 

decomposition occurred and suggested that a change in the decomposition mechanism 

caused this (7>. Our study looked at reaction rates at temperatures between 580°C and 

680°C so that we could verify the activation energy change. Figure 3 shows the results 

for data collected at 660°C. 

660 C 
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Figure 3 

Table 1 contains a summary of the rate constants found from our data. 

Temperature, °C     Rate Constant, k (s1) 

580 0.2830 

620 0.6401 

640 0.6172 

660 0.8068 

680 0.8722 
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Figure 4 shows the Arrhenius plot of the temperature and rate constant data. 

o 

-0.2 

-0.4 

-0.6 

2   -0.8 

-1 

-1.2 

-1.4 

Arrhenius Plot for t-BPP 

d"\^ 

y =-8952.7x +9.3548^\ 

R2 =0.9043 

o 
1.04E-03 1.06E-03 1.08E-03 1.10E-03 1.12E-03 1.14E-03 1.16E-03 1.18E-03 

1/T(1/K) 

The slope of the line gives an activation energy of 74.4 kJ/mol for the reaction. Wright 

found a value of 33 kJ/mol at temperatures below 650°C and 205 kJ/mol above 

650°C(l).   Wright calculated the rate constants using the two-point method.  Figure 5 

contains Wright's rate constants, rate constants calculated from the data in this study but 

using the two-point method, and rate constants calculated from linear regression analysis 

of the data from this study.  Although there is agreement between the linear regression 

analysis and the two-point analysis at the lower temperatures, as the temperature 

approaches 700°C the results from the two methods diverge rapidly.  The apparent 

change in activation energy at 650 °C seen by Wright appears to be a consequence of his 

analysis of the data and not as a result of a change in reaction mechanism. 
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Figure 5 

Conclusions and Recommendations 

The STDS shows excellent potential as an instrument to study the vapor phase 

decomposition of lubricants and lubricant additives. Results from the study of f-BPP 

show that high quality kinetic data can be obtained from the system. In addition to its 

ability to separate and analyze products that can be trapped on a column at 50°C, it can 

also retain molecules of lower molar mass using a cryostatic trap (2). This allows one to 

examine the entire range of reaction products from the thermal decomposition of the 

lubricants. 

Additional study of the kinetics of decomposition of f-BPP at 300°C, 400°C, and 

500 °C could establish if there is a chenge of activation energy at any point of the 

decomposition process. Kinetic studies using helium as the reactor gas could also be 
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informative. 

Other potential candidates for high temperature lubrication can also be studied 

using this instrument. 
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Multiscale Material Characterization and Applications 

George N. Frantziskonis 

Abstract 

Giventhe hierarchical structure of engineering materials, it is natural to seek multiscale characterization 
tool. This study explores wavelet analysis, a recently developed mathematical tool, for this purpose. In 
parttcular, the following problems are studied on an exploratory basis: (a) multiscale characterization of 
corrosion fields in aluminum alloys; (b) multiscale microstructure characterization of certain Titanium 
alloys; (c) discrimination of a fretted metal surface from an unfretted one using optical patterns from laser 
scattering. For the first problem, digitized microradiographs of corrosion in 0.74 mm Al samples with 
different projection magnifications (same optical magnification) are used. Through wavelet synthesis of the 
data at various scales, it is shown that it is feasible to obtain a quantitative measure of the corrosion field 
Notably, wavelet analysis showed some periodic patterns in the images that were undetectable by the naked 
eye. ine nature of these patterns is now being studied, yet, preliminary examinations show that they are the 
result of data processing and of the image capturing techniques used. It is imperative that such periodicity is 
understood and either eliminated or filtered out from the images. For the second problem, ultrasonic B-scan 
data are used for multiscale characterization of various Ti M microstructures. Two such microstructures 
are studied in detail for the purpose of quantitative characterization as well as for extraction of 
microstructural features from the B-scan data. For the third problem, preliminary results show that the 
optical scattering patterns should be obtained in a consistent manner, and possibly higher frequency laser 
beams should be used. Here, "consistent" concurs to using a fixed angle between the laser beam and the 
metal surface, and using the entire scattering pattern rather than pieces of it 
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Multiscale Material Characterization and Applications 

George N. Frantziskonis 

Introduction 
Wavelet analysis has been used very recently to rationalize experimental data examined at various scales of 
observation, in several branches of physical sciences ranging from particle physics and biology to electrical 
engineering and fluid mechanics. However, this powerful technique has not been applied extensively to 
materials related problems, even though several open problems and critical questions in this field can be 
greatly benefited from it. This work addresses this issue, and, in particular, three problems are considered, 
briefly addressed in the abstract and extensively in the following. 

Interest in wavelet methods has increased tremendously in the past few years, with notable advances in 
applications, as described in several recently edited books on wavelets [Meyer, 1991; Ruskai et al, 1992; 
Meyer & Roques, 1993; Benedeto & Frazier, 1994; Chui et al, 1992-1995, Vols. 1-5]. It has been 
claimed that it is more often the case than the exception that different scales are needed to characterize 
physical properties. A paradigmatic illustration relevant to this work is material microstructure where the 
hierarchy of initial and induced heterogeneity prohibits its rational description independently of scale. 
Due to the capability of wavelet based techniques to rationalize data in both scale and space 
simultaneously, it is feasible to analyze the existence of structures and patterns for which other 
techniques are not adequate. 

The analysis of phenomena at multiple scales has received an ever increasing level of attention in the 
past few years. While it is not possible to provide a detailed commentary on the contributions of the 
theory of wavelets (harmonic analysis, phase space analysis and renormalization, stochastic and self- 
similar processes, computer vision, speech, etc.), it is worthwhile to refer to an example from fluid 
mechanics in order to illustrate the context in which this project is undertaken and in which it should be 
viewed. In turbulence, wavelet analysis has shown how during the flow evolution, starting from an initial 
random distribution of vorticity, the smallest scales of the flow become more and more localized and 
concentrated in the centers of the so-called coherent structures [Farge, 1992, and references cited 
therein]. This led to conjecture that, contrary to generally accepted ideas, dissipation also acts at the 
center of coherent structures. Thus, wavelets are capable of capturing and analyzing the existence of 
fluid structures and patterns for which other techniques have proven inadequate, and the same is 
expected to be shown for solid microstructures, as described herein (on an exploratory basis). 

Wavelet Analysis 
Let us present an illustrative example of use of the wavelet transform, for the purpose of further 
understanding and facilitating the subsequent description of the present work. Figure la shows a 
"snowflake," where the "map" depicts the spatial position of snow particles for a specific value of the 
magnification. Let us consider that this "map" is at the finest detail (largest magnification) possible; thus, 
either due to physical/experimental limitations, or due to lack of interest, information at higher scales is 
not available. Figures lb.c.d show the wavelet transforms of the snowflake at three different scales (only 
three scales are shown for simplicity). Figure 2 shows, again, the wavelet transform of the snowflake 
using 32 shades from white to black. Clearly, the wavelet representation provides spectacular evidence 
of its capability to describe spatial "patterns" at different scales realized as magnifications. In other 
words, each map (Fig. 2, Fig. lb.c.d) illustrates the spatial pattern of the snowflake for a given value of 
the magnification. Note that the figures show the wavelet transform rather than the wavelet 
representation at different scales, an issue that will be discussed in subsequent sections. In the present 
work, instead of a snowflake, different physical quantities are analyzed. For example, corrosion fields 
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detected and captured in digital form by microfocus x-ray techniques, ultrasonic B-scan data, laser 
scattering data from a surface. Images can, in general, be obtained at different magnifications (either 
originally or by processing the data at the highest magnification available) and images such as those of 
Fig. 2 are expected. Thus, experimentally, the wavelet transform of data is available at a range of scales. 
This then provides complete information on the spatial quantities in an image at several desired scales. 
In passing, here we note a relevant work [Williams & Amaratunga, 1993] about detecting certain 
information present at certain scales. Thus wavelets can also be used for distinguishing and/or detecting 
certain microstructural features. 
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•M- Figure 1. Wavelet transforms of 
the one-scale (fixed magnification) 
snowflake shown in (a). The 
analyzing wavelet is the second 
Gaussian derivative (Mexican hat, 
discussed in the text). The scale in (b) 
is three times larger than the scale in 
(c), and the scale in (c) is three times 
larger than that in (d). Figures 
adopted from Arneodo et al. (1992). 

£>    (») Jtk   (b) 

• (c) 

♦ t ♦ 
* t * 

* 

l   . ...... 
V 
Y. 
T 
■ . 

-pi1 

(<0 

Figure 2. Wavelet transforms of the 
snowflake shown in Fig. 1. It is coded using 32 
shades from white to black. Each scale is three 
times smaller than the previous one, i.e. the scale 
at (d) is three times smaller than the scale at (c). 
Figure adopted from Ameodo et al. (1992). 

A more general goal of wavelet analysis is to provide representations of graphs (signals) as superposition 
of elementary functions. The corresponding representation is then used for different purposes, i.e. data 
compression, feature extraction, pattern recognition, etc. There are several publications on this rather 
new subject and applications can be found in a wide variety of scientific/engineering. Wavelet 
transforms provide both scale and location information about a given function. A wavelet y/(x) (with 
real values in our case) transforms a function fix) according to 
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Wf(a,b) =   j fix)y^(x)dx (1) 

The two-parameter family of functions, yfai(x) = {1 / -Ja )y( ) is obtained from a single one, y/, 
a 

called the mother wavelet, through dilatations by the factor a'1 and translations by the factor b. The 

factor 1/-JÖ is included for normalization purposes and, with it, all the wavelets have the same energy. 
The scale parameter a can take any value on the positive real axis. The scalars defined in (1) measure, 
in a certain sense, the fluctuations of fix) around point b at the scale a. 

A wavelet analysis can either be continuous or discrete. The second one, based on an orthogonal 
decomposition of a signal, is convenient for data in the sense that no redundant information is present 
and an extensive "library" of wavelets is available. In the following, we concentrate on the discrete 
wavelet analysis and its physical relevance to the problems addressed herein. Due to, in general, non 
symmetry in the discrete transform (using wavelets with full orthogonality and compact support) 
physical quantities may often be "misrepresented," thus for the case at hand we use symmetric bi- 
orthogonal wavelets. 

Not every function yf can qualify as a wavelet. In particular, its Fourier transform, 

#JU =   J V(x)e-***dx (2) 

should ensure that the coefficient c¥ (given below) is bounded [Chui, 1992] 

which implies, in particular, that the moment of zero-order vanish, i.e. j yf(x)dx = 0. Given the wavelet 

coefficients wf(a,b) associated to a function/, it is possible to reconstruct/in real space / = fix) 
through the inversion formula 

fix) =  —}   J   Wf(a,b)w^,(x)db^ (4) 

The presence of the coefficient c? in this inversion formula motivates the boundedness condition 

expressed by (3). At any given scale a >0, / is decomposed into the summation of a "trend" at scale s 
and of a "fluctuation" around this trend. The trend is the contribution from all scales s > a in (4), and 
the fluctuation is given by the scales s < a . 

Within the context of continuous wavelet transform, wavelets commonly used are the so- called Gaussian 
derivatives of order n, n= 1,2,3..., 

V.W = (-lf-f-m(e-'2n) (5) 
ax 

For n - 2 we have the so-called "Mexican hat." There are several discrete wavelet constructions present 
in the literature, and as mentioned above certain bi-orthogonal wavelets are advantageous for our 
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purpose. A good source for details on bi-orthogonal and other wavelets is the manual for the program 
used in this study, c.f. next section. 

Software Used in this Study 
Data processing, wavelet analysis, and graphical presentations in this research were done with the 
commercially available program Mathematica, from Wolfram Research, Inc. A relevant package titled 
"Wavelet Explorer" provides information on using wavelet analysis and contains an extensive library of 
wavelets for discrete transforms. For wavelet analysis of two dimensional data, the product of a uniaxial 
wavelet in the x-direction with that in the y-direction is commonly used. Thus, a two dimensional 
wavelet transform includes a transform in the x-direction, one in the y-direction, and one in the x-y 
direction. This is illustrated schematically in Fig. 3. 

Figure 3 Schematic of wavelets in two-dimensions, one used for the transform in the x-direction, one for the 
transform in the y-direction. and one for the x-y direction. 

Towards Quantification of Corrosion Fields 
Under this project, digital microradiographs of corrosion pitting in aluminum samples were provided by 
Professor S. Rokhlin, Ohio State University [Rokhlin, 1997]. In particular a set of data included 
microradiographs with different projection magnifications (same optical magnification), Fig. 4. First, a 
wavelet analysis of the data was performed with each data (at different magnifications) treated as a 
separate image. The idea is to finally synthesize the data to a multiresolution representation. Yet, the 
preliminary analysis of the data revealed a periodicity in the y-direction (Figure 5) that seems 
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undetectable from the original images. This periodicity is rather strong to the point that it practically 
"dominates" the density plots of the wavelet coefficients at the first decomposition level in the y- 
direction. Clearly a periodicity in the y-direction is present. The problem now is to identify the origin of 
the periodicity, especially since it is not detectable (by the naked eye) in the original images. A 
straightforward way to clarify whether the periodicity is a "material property" or an "artifact" resulting 
form data and image processing is to capture the image from the same specimen at two different 
specimen orientations, one transverse to the other. This was done at 8X magnification, Fig. 6. Following 
the same process as before. Fig. 7 shows the density plots of the wavelet coefficients at the first level of 
decomposition. Clearly, the periodicity in the y-direction is practically the same for both orientations of 
the sample, and that indicates the periodicity has to do with the way the data are processed and with the 
way images are captured rather with the material. As of the time of writing this report, the problem is 
under investigation. 

127 mn 127 um 

2X 4X 8X 16X 

Projection magnifications 

Figure 4 Microradiographs of corrosion pitting in several projection magnifications (same optical magnification). 
Figure is continued on the next page. 

Quantification of the Level of Corrosion 

An important problem is to quantify corrosion so that different levels can be distinguished and decisions 
can be made. Wavelets provide an efficient tool to quantify a field for the following reasons: (a) the 
wavelet coefficients contain important (and very compact) information about the digital image, i.e. 
features are represented efficiently and the local regularity of the image is easily extracted from the 
coefficients; (b) the coefficients contain local information, so, local irregularities, local concentrations, 
etc. are also easily extracted; (c) features from the image can be extracted from the wavelet 
coefficients, e.g. the "ridge" of the corrosion field, the distribution of "depths" (i.e. corrosion levels), 
location and magnitude of maximum depths, etc. In mathematical terms, the wavelet coefficients 
represent the local regularity of the image (usually quantified by an exponent). For example, the local 
maxima of the coefficients correspond to local sharp transitions, and this fact can be used for feature 
extraction, c.f. next section. 

Since the issue of the periodicity has not been resolved adequately yet (at the writing of this report) the 
quantification of the corrosion fields has not been implemented yet. One way to pursue this is "similar" 
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to the way the wavelet coefficients have been processed for the second problem studied, presented in the 
following. 

32X 
127 (im 

Figure 4   Continued 

One interesting point is illustrated in Fig. 8 which shows the total energy of the wavelet coefficients 
versus scale. It is clear that the energy of the transform increases with increasing scale. This indicates 
that more information (e.g. as related to the irregularity of an image) may be contained at higher 
magnifications (higher than 32X). It is yet to be examined (experimentally) whether "more" information 
is contained at higher magnifications. 
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Figure 5 Density plots of the wavelet coefficients at the first wavelet decomposition level obtained from the images 
shown in Fig. 4. From top to bottom the magnification increases, the first row corresponding to 2X and the last one to 
32X. The first column represents wavelet coefficients from the transform in the y-direction, the second one in the x- 
direction, and the third one in the x-y direction. 
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figure 6    Digital micrographs at constant (8X) magnifications obtained with two different sample orientations 
separated by 90° 
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Figure 7 Density plot of the wavelet coefficients (first level of decomposition) for the images of figure 6. 
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Figure 8 Total energy of the wavelet coefficients (vertical axis) versus scale (horizontal axis). There are five scales 
on the horizontal axis, with points 1-3 representing the coarsest one, i.e. 2X, and 13-15 the most detailed one available, 
i.e. 32X. Point 1 corresponds to the wavelet transform in the y-direction. point 2 to the x-direction and point 3 to the 
xy-direction. Similarly points 13,14.15 represent the transform in the x, y, xy directions, respectively. 

Multiscale Characterization of Microstructure from Ultrasonic Tests 

As is well known, the same material (e.g. Ti 6-4 which was examined in this project) can have various 
microstructures. The microstructure is crucial for the properties of the material and for its performance 
under service. Different microstructures can be produced by varying the metallurgical process., e.g. 
treatment temperature, cooling rate, etc. It is important to be able to characterize the microstructure, 
preferably in a nondestructive fashion. Furthermore it is important to be able to examine spatial 
uniformity, whether the intended microstructure was actually produced, and whether defects are present. 
Titanium 6-4 has a number of microstructures currently used for various structural purposes. Herein, we 
examine B-scan data from two microstructures. The first one, Fig. 9, has elongated grain "clusters" more 
or less parallel to one direction, and is mill annealed. For the sake of distinguishing the two 
microstructures examined, we term this as the "noisy" one. The second microstructure examined, herein 
termed as "quiet," is the so-called Widmanstaaten, Fig. 10, with relatively large grains. The term "noise" 
corresponds to the "ability" of the microstructure to scatter acoustic waves. In passing, it is noted that 
[Eylon, 1997], from the six (6) commonly used microstructures of Ti 6-4, the one shown in Fig. 9 is the 
second noisiest one, while the one shown in Fig. 10 is the fourth noisiest out of six. 

Ultrasonic B-scan tests were performed on several specimens and various microstructures. by M.P. 
Blodgett, Wright-Patterson AFB [Blodgett, 1997]. Focused 10 MHz central frequency transducers were 
used, the focus "point" (area) being slightly below the top surface. The tests were performed on 25.4 mm 
thick specimens (the depth being the direction of the propagated wave). The total length of the B-scan is 
32.5 mm, with 256 equally spaced points of data acquisition. Thus an image from the B-scan data can be 
produced where the horizontal axis is the scan direction and the vertical is along the specimen depth. 
The final useful image for each test consists of 256 (horizontally) by 512 (vertically) points and the total 
depth in the vertical direction is 19.5 mm. The distance from one B-scan to another was varied between 
5mil and 50 mil. For each test a total of 10 B-scans was performed. 
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Repeatability of the Tests and Identification of Micro structure - Material 
Signature 

Figure 11 shows typical B-scan data for both the "noisy" and "quiet" microstructures. It is important to 
quantitatively assess the repeatability of the tests. Since the volume of the specimen represented in the 
images is large compared to the length (volume) characteristic of the microstmcture, the tests should be 
repeatable, statistically, to say the least. In other words, all images (from the same microstructure) 
should have some similarity to each other, in a statistical sense. Since the volume of the specimen tested 
is large, a statistical description may not be necessary. This is indeed the case. As shown in the sequence, 
through wavelet analysis, the essential features in each image can be picked up and the repeatability of 
the tests can be verified. In addition, since each microstructure produces different features it is possible 
to assign a "material (microstructure) signature" and thus identify the microstructure from the B-scan 
data, without any prior knowledge. 
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Figure 9 Typical micrograph of the "noisy" microstructure. 
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Figure 10 Typical micrograph of the "quiet" microstmcture. 
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figure 11  Typical images from B-scan data. The horizontal axis designates the direction of the B-scan and the 
vertical designates sample depth. The distance between the two B-scans is 0.8 inches. 
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Physical Interpretation of the Wavelet Coefficients 
As briefly noted in the section titled "Wavelet Analysis" the wavelet coefficients represent (are related 
to) the local regularity of the image. In turn, this local regularity is related to the scattering of the wave 
and thus to the microstructure. It is feasible to track such a relation, i.e. wavelet coefficients to 
microstructure, analytically and/or numerically. This task (not attempted herein) would involve 
understanding (modeling) the scattering process through the inhomogeneous material., and will be 
attempted at a later stage. For the time being, it suffices to mention this relation qualitatively. 

Figure 12 shows the wavelet coefficients from 4 tests (different B-scan locations) on "quiet" 
microstructure and 4 tests on the "noisy" one. The top four curves in each plot are from the "noisy" 
microstructure and the bottom ones from the "quiet" one. Clearly, the fact that each group of (four) 
curves are closely together indicates the repeatability of the tests. In other words the microstructure is 
spatially uniform in a statistical sense, and wavelets are able to capture this similarity. Of course, there 
should be a minimum volume below which this similarity is not repeatable for single measurements 
(realizations in a statistical sense). 

The ability of wavelet analysis to compress an image in now well established. The same holds for the 
images studied herein (though, even the low valued coefficients may have information on features and 
feature extraction as discussed in the sequence). Figure 13 shows the compression ratio versus error for a 
typical image. It is seen that a compression ratio of about 60 produces an error of about 5.5%. Thus if we 
compress the wavelet coefficients a large number of them simply "drop out" and we are left with a 
signature as that of figure 14. 

Potential Uses of the Wavelet Based Material (Microstructure) Signature 
From the metallurgical as well as the material application point of view, it is important to know whether the 
desired microstructure is produced consistently, whether there are regions with "undesired" microstructure, 
and whether there are defects. The wavelet analysis shows significant potential to address this since: (a) 
wavelets provide local information thus spatial irregularities are detectable; (b) the indication of 
repeatability of the microstructure signature provides a robust tool for discriminating one microstructure 
from another; (c) wavelet coefficients are sensitive enough so even small irregularities within the scanned 
material volume produce deviations from the signature. Importantly, these deviations have local 
information, e.g. they can pinpoint the region(s) where irregularities are present as well as information on 
the nature of the irregularities. 

One important parameter is the volume of the material scanned. If this volume is small, compared to the 
length (volume) characteristic of the microstructure, the scan data will not be reproducible from single 
realizations (a large number of small sample volume data would have to be averaged. Thus it is important to 
identify the minimum volume of material for consistent repeatability of results. 

Feature Extraction from the Wavelet Coefficients 
The following question is addressed in this section: is it possible to extract visual information about the 
microstructure, e.g. grain structure, position of grain boundaries, etc. ? As discussed before the wavelet 
coefficients have information on the microstructure (they represent the local regularity of the image, which 
is in turn related to the way the ultrasonic wave is scattered, the last being related to the microstructure). 
Although this relation has not been investigated yet, it may still be possible to extract relevant information 
from the wavelet coefficients. For example, we can use the fact that local maxima of the wavelet 
coefficients represent sharp transitions in the image.. 
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Figure 12  Plot of wavelet coefficients (150 largest ones for each scale) obtained from four images of "noisy" 
microstructure (top four curves in each plot) and from four images of "quiet" microstructure (bottom four curves in 
each plot). The first (left) column of plots show the coefficients from the wavelet transform in the y-direction, the 
second one from the x, and the third one from the x-y. Scale decreases from top to bottom. 
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Figure 13 Typical plot of compression 
ratio (horizontal axis) versus error (vertical 
axis) for the B-scan images. 
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Figure 14 Wavelet coefficients for the "quiet" microstracturc that "survived" after compression with 5.5% error. 

Figure 15 shows typical features extracted from the wavelet coefficient maxima. After the local maxima 
(and their spatial position) are evaluated, contour plots of these maxima yield the features. 

Figure 16 shows the features extracted from tests different than those of Fig. 15. A clear difference in 
"features" can be seen (noisy vs. quiet microstructures). Furthermore the essential features of the 
microstructures. Fig. 9 & 10, are reproduced. Although these are only preliminary results, they illustrate 
the potential of the method. Several issues remain to be examined, i.e. whether the spacing used in the B- 
scans is adequate for detailed representation of features, whether the digitization of the signal (vertical 
direction) is detailed enough, etc. Furthermore, there are several ways to extract features from wavelet 
coefficients, and a large number of publications on the subject can be found. Here a very simple one has 
been explored. 
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Figure 15 Features extracted form the wavelet coefficient maxima for the "noisy" (first column) and the "quiet" 
Note that 256 units correspond to 32.5 mm. The first row of images is the contour plot of the wavelet maxima at the 
corresponding scale. The second one was produced as follows: the local wavelet coefficients were averaged over a 
radius equal to the support of the wavelet at the corresponding scale and then the local maxima were plotted. 
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Figure 16 Plots similar to those of Fig. 15, for a different B-scan test The second row is for a different scale as can 
be seen from the units. Note that for such "detailed" spaces (second row) contour plotting is not as efficient in 
representing details. 
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Discrimination of a Fretted Surface from an Unfretted one, and 
Quantification 

Material fretting is a problem that often leads to catastrophic failures. It is important to be able to quantify 
the level of fretting, and one way is by studying the surface modification. Although there are issues such as 
subsurface plastic deformations, subsurface cracks, surface related phenomena, it is challenging to study 
whether there is information on fretting "encrypted" in the surface characteristics. Towards such a study, 
Prof. S. Gustafson, UDRI, [Gustafson, 1997] performed laser scattering experiments on fretted and 
unfretted surfaces. Figure 17 shows typical images obtained from the experiments. 

Similarly to the images from the B-scans, the repeatability of the measurements should be examined. Figure 
18 shows the wavelet coefficients from both fretted and unfretted surface. Clearly, the experiments do not 
repeat satisfactorily. This could be due to the way the images are captured, e.g. angle of inclination between 
the beam and the surface, distance of the screen from the metal (sample) surface, and/or from the fact that 
not the entire pattern is shown in each image. One interesting point is that the wavelet coefficients show a 
trend to discriminate (fretted versus unfretted) at higher scales (bottom of Fig. 18). This indicates that 
higher wave frequencies (e.g. blue laser) may be more efficient in studying these problems. This is, yet, to 
be examined. 

Fretted 

Unretted 

•• IM 1» IM III 

Figure 17 Typical images obtained from laser beam scattering on fretted (top) and unfretted (bottom) surfaces. 
Note that some of the images do not capture the entire pattern but only part of it. The effect on this on extracting 
quantitative information from the images is not known at the present time. 
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Figure 18 Plot of wavelet coefficients (50 largest ones for each scale) obtained from images of laser scattering on 
unfretted surfaces (three dot lines, each corresponding to a separate unfretted surface) and from three images obtained 
from fretted surfaces (solid lines). The first (left) column of plots show the coefficients from the wavelet transform in 
the y-direction, the second one from the x, and the third one from the x-y. Scale decreases from top to bottom. 

Conclusions 
A "fresh" approach to material characterization (and discrimination) with a solid mathematical background 
has been examined on an exploratory basis. The potential of the approach has been demonstrated through 
examination of (apparently) different problems. There is further work to be done until solid conclusions can 
be made. Yet, the proposed approach should have important consequences on material characterization and 
relevant properties (e.g. toughness, remaining material/structure life), nondestructive evaluation, statistically 
based reliability, material modeling, etc. Similarly to the success of wavelets in several fields of physical 
science, wavelets show to be an effective tool for investigating materials related properties at various scales. 
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SYNTHESIS AND CHARACTERIZATION OF METAL-XANTHIC ACID AND -AMINO 
ACID COMPLEXES USEFUL AS NONLINEAR OPTICAL (NLO) MATERIALS 

Zewdu Gebeyehu 
Assistant Professor 
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Abstract 

Several metal complexes of xanthic acid and amino acids were synthesized by the 

reactions of metal chlorides or acetates with potassium salt of xanthic acid or amino acids. The 

isolated compounds were characterized by IR-spectroscopy and elemental analysis. The 

nonlinear optical properties of these complexes were also investigated using Kurtz powder test. 

The complexes containing the xanthate ligands, namely Cd(S2C-0-CHMe2)2, Cd(S2C-0-C2H5)2 

and Pb(S 2C-0-CHMe2)2 were found to show strong second harmonic generation intensities. The 

other xanthate complexes, Zn(S2C-0-CHMe2)2 and Sn(S2C-0-CHMe2)2, failed to show SHG 

signals. On the other hand, the amino acid complexes, Zn-L-carnosine and Cu-L-carnosine, 

showed no SHG, although L-carnosine is NLO active and contained a chiral center in its 

molecular backbone. Of all the synthesized complexes, the xanthate complexes of cadmium and 

lead are identified as promising candidates for frequency doubling. 
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SYNTHESIS AND CHARACTERIZATION OF METAL-XANTHIC ACID AND -AMINO 
ACID COMPLEXES USEFUL AS NONLINEAR OPTICAL (NLO) MATERIALS 

Zewdu Gebeyehu 

Introduction 

Nonlinear optical materials are of tremendous importance in the fields of 

telecommunication industries, optical data transmission and processing and new laser technology 

{1}. As a result of these, the search for new materials exhibiting NLO properties is an active area 

of research. The synthesis of NLO materials requires a proper molecular engineering because 

their ease of preparation, crystal growth, damage threshold, mechanical and thermal stability 

ultimately determine their technological applicability. 

Molecules which can crystallize in noncentrosymmetric space group, possessing highly 

polarizable organic group or those containing conjugated 7t-system are good candidates to be 

NLO materials {2-5}. Based on these criteria, we have attempted to synthesize complexes which 

may have the desired properties of NLO activity, by reacting transition metals or main group 

metals with thioacid ligands (xanthates) and amino acids. The advantage of incorporating metals 

to thioacid ligands or amino acids is that it results in high molecular polarization and may aid 

crystallization in noncentrosymmetric space group, thereby creating the necessary conditions for 

nonlinear optical activity. Moreover, the synthesis and crystal growth of these compounds are 

performed in aqueous media or using THF or methanol, which are useful solvents in growing 

good quality crystals with only minimum cost. 

Experimental 

The preparation of all compounds were carried out in air using water as a solvent for the 

synthesis of metal-thioacid ligand (metal-xanthate) complexes and methanol or water for the 

metal-amino acid complexes. Crystals of the metal-xanthate complexes were grown from THF. 

All metal salts MX2 (M= Zn, Cd, Sn, Pb; X = Cl, CH3COO-) were purchased from Fluka or 

Aldrich. The xanthic acid potassium salts were prepared by slow addition of CS2 to a solution of 

KOH in the corresponding alcohol. The amino acid, L-Carnosine and L-Arginine were purchased 

from Aldrich and Kodak respectively. IR-spectra were recorded from 4000 - 400 cm-1 on 

Perkin-Elmer FTIR spectrometer using KBr. Microanalysis was done in the analytical section of 

Wright Laboratory. Kurtz method was used to determine NLO activity in Wright Laboratory 
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using ND: YAG laser (1.06 |im). The powder of the materials was sieved using sieves ranging 

from 25um-300um in mesh size and packed in 1 mm thick optical cells. 

Synthesis of Metal Xanthate Complexes 

i) Synthesis of cadmium ethyllxanthate 

2.50 g (13.63 mmol) of CdCl2 was dissolved in 20 mL of water. To this solution, 4.36 g 

of KS2C-0-C2H5 in 40 mL of water was added drop by drop. A yellowish white precipitate 

formed immediately, which was filtered, washed three times with water and dried under vacuum. 

Yield = 4.75 g (98.34%). Elemental Analysis, Calculated(found)% ; C, 20.33 (19.31); H, 2.84 

(2.48); S, 36.15 (30.44); Cd, 31.68 (35.60)% 

ii) Synthesis of cadmium isopropylxanthate 

5.50 g (0.03 mol) of CdCl2 was dissolved in 50 mL of distilled water. To this solution 

10.46 g(0.06 mol) potassium isopropylxanthate in 70 mL of distilled water was added drop by 

drop while stirring the mixture. A white precipitate started forming immediately. After adding all 

the isopropylxanthate solution to the cadmium solution, the mixture was stirred for one more 

hour while heating. The white solid was filtered and washed three times with 15 mL portion of 

water and dried under vacuum. Yield = 11.47 g (99.98%). Elemental Analysis, 

Calculated(found)% ; C, 25.10 (25.22); H, 3.66 (3.70); S, 33.47 (29.79); Cd, 29.39 (29.70)% 

iii) Synthesis of zinc isopropylxanthate 

0.35 g (2.57 mmol) of ZnCl2 was dissolved in 10 mL of distilled water. 0.89 g (5.14 

mmol) of potassium isopropylxanthate was also dissolved in 15 mL of water. The two solutions 

were mixed slowly while stirring. White precipitate formed immediately. The mixture was 

heated for one hour on a hot plate. The white solid was filtered and washed three times with 5 

mL portion of water and dried under vacuum. Yield = 0.80 g (92.81%). 

iv) Synthesis of lead isopropylxanthate 

7.51 g (19.82 mmol) of Pb(CH3COO)2.3H20 was dissolved in 75 mL of distilled water. 

6.91 g (39.64 mmol) of potassium isopropylxanthate was dissolved in 100 mL water. The two 

solutions were mixed slowly while stirring. A white-yellowish precipitate formed immediately. 
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The mixture was digested by heating for one hour and filtered. The solid was washed three times 

with water (15 mL portion) and dried under vacuum. Yield = 9.38 g (99.26%). Elemental 

Analysis, Calculated(found)% ; C, 20.12 (20.17); H, 2.93 (2.86); S, 26.82 (23.76); Pb, 43.42 

(44.30)% 

v) Synthesis of tin(II) isopropylxanthate 

0.213 g (0.944 mmol) SnCl2.2H20 was dissolved in 20 mL of distilled water. 0.329 g 

(1.89 mmol) potassium isopropylxanthate was dissolved in 25 mL of distilled water. The two 

solutions were mixed and the mixture was stirred for one hour while heating. The formed 

yellowish solid was filtered and washed with water several times. Gummy substance formed 

which was dissolved in acetone and recrystallized as yellow powder by adding water. Yield 

0.258 g (70.30%) 

Synthesis of Metal-Amino Acid Complexes 

i) Synthesis of Zinc-L-Carnosine Complex 

1.0 g (4.42 mmol) of L-Carnosine and 0.35 g (8.75 mmol) of NaOH were dissolved in 15 

mL of methanol. The sodium hydroxide does not dissolve completely. To this solution, 0.97 g 

zinc acetate dihydrate, Zn(CH3COO)2-2H20, dissolved in 15 mL of methanol was added while 

stirring the mixture. A white precipitate started forming immediately. The mixture was stirred for 

two more hours and filtered. The white solid washed three times with 5 mL portions of methanol 

and dried under vacuum. Yield 1.43 g (72.59%). Elemental Analysis, Calculated(found)% ; C, 

35.18 (33.95); H, 4.56 (4.58); N, 18.24(16.48); Zn, 21.17 (18.34)% 

ii) Synthesis of Copper-L-Carnosine Complex 

A solution of 0.45 g (2.0 mmol) of L-Carnosine in 10 mL distilled water was mixed with 

a solution of 0.034 g (2.0 mmol) of CUCI2.2H2O in 5 mL of water at room temperature while 

stirring. The light blue color of the copper chloride changed to dark blue. The pH of the solution 

was raised from 4.27 to 11.0 by adding 6.0 M NaOH, and heated on a hot plate at 80°C for about 

two hours. Violet blue solid started to form. Reducing the volume of the solution by evaporation 

and cooling to room temperature gave blue powder, which was filtered, washed with acetone and 

dried in air. Yield 0.34 g 
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iii) Reaction of Cadmium acetate with L-Carnosine 

0.52 g (2.3 mmol) of L-Carnosine and 0.15 g of NaOH were dissolved in 15 mL 

methanol. NaOH is partially soluble. To this mixture 0.61 g (2.3 mmol) of Cd(CH3COO)2.2H20 

dissolved in 15 mL of methanol was added and the mixture stirred. A white precipitate formed 

immediately. The reaction mixture was stirred for two hours and filtered. The IR spectrum of the 

product showed no peaks associated to L-carnosine, confirming the formed product to be 

cadmium hydroxide. 

iv) Reaction of Zinc acetate with L-Arginine 

0.51 g (2.88 mmol) L-Arginine and 0.21 g of NaOH were dissolved in 20 mL of distilled 

water. To this, a solution of 0.63 g (2.88 mmol) zinc acetate in 15 mL of water was added and 

the mixture stirred for two hours. The formed white precipitate was filtered and characterized by 

IR-spectroscopy. No bands belonging to L-arginine were observed on the IR-spectrum. 

Results and Discussion 

i) Cadmium Xanthate 

Both cadmium ethylxanthate, Cd(S2COC2H5)2, and cadmium isopropylxanthate, 

Cd(S2COC3H7)2 were prepared by the reaction of CdCl2 and the corresponding potassium 

xanthate in aqueous solution in 1:2 molar ratios as shown in equations 1 and 2. 

CdCl2(aq)     +    2KS2COC2H5(aq)     >   Cd(S2COC2H5)2(s)   + 2KC1 1 

CdCl2(aq)     +    2KS2COC3H7(aq)    — -->   Cd(S2COC3H7)2(s)   + 2KC1 2 

In both reactions, a yellowish-whit precipitate forms mostly, although a white precipitate has 

been isolated for the second reaction. The yellowish color may be due to presence of small 

amounts of dixanthogens, arising from oxidation of the xanthate ion during the reactions. The 

isolated compounds are insoluble in most organic solvents. Cd(S2COC2H5)2 dissolves little in 

THF, from which crystal growth was possible. However, Cd(S2COC3H7)2 dissolves very well 

in THF, and it was possible to grow x-ray quality crystals from this solution. Cd(S2COC3H7)2 

also dissolves in acetone in small quantity. The difference in solubility between the two 

cadmium xanthates is due to branching of the carbon chain in Cd(S2COC3H7)2. 
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The compounds isolated were characterized by elemental analysis and IR-spectroscopy. 

The results of elemental analysis for both compounds show good agreement between the 

calculated and found value for carbon and hydrogen. However, the results obtained for sulfur and 

cadmium are slightly different from what was calculated. The difference may be due to mutual 

interference of the two elements during analysis. 
The IR-spectra of both Cd(S2COC2H5)2 and Cd(S2COC3H7)2 are rich in bands due to 

various modes of vibrations of the xanthate ligands. The spectra are shown in Fig. 1 and Fig. 2. 

The IR-spectrum of Cd(S2COC2H5)2 shows three very strong bands at 1195, 1122 and 1045 

cm-1 corresponding to chelating xanthate group. Similarly the spectrum of Cd(S2COC3H7)2 

shows very strong bands at 1210, 1093, and 1024 cm"1 also due to chelating xanthate ligand. 

Unlike the spectrum of Cd(S2COC2Hs)2, a medium band at 1144 cm-1 is observed in the 

spectrum of Cd(S2COC3H7)2 which may be due to increased carbon chain. Table 1 shows the 

vibrational frequency assignments for some of the bands observed in the IR-spectra of these two 

and other similar complexes. 
The nonlinear optical (NLO) properties of both Cd(S2COC2H5)2 and Cd(S2COC3H7)2 

were studied by Kurtz method. Both are found to be NLO active. 

ii) Lead isopropylxanthate 

The reaction of aqueous solutions of lead acetate and potassium isopropylxanthate in 1:2 

molar ratio gave yellowish-white precipitate in quantitative yield. 

Pb(OAc)2.3H20(aq) + 2KS2COC3H7(aq) --> Pb(S2COC3H7)2(s) + 2K(OAc) 3 

The isolated product is very well soluble in THF, benzene, and little soluble in acetone. It 

is insoluble in water, toluene, methylene chloride and hexane. Attempts to obtain x-ray quality 

crystals from the solvents in which it dissolves is not successful, despite trying different 

techniques of crystallization. 

The compound was characterized by elemental analysis and IR-spectroscopy. The IR- 

spectrum shows three very strong bands between 1250 - 1000 cm-1, which are characteristics of 

chelating xanthate ligands. The IR-spectrum is shown in Fig. 3 and assignments of bands in table 

1. 
The NLO property of the compound was studied by Kurtz method. It showed a strong 

second harmonic generation (SHG) intensity. 
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iii) Zinc isopropylxanthates 

Aqueous solutions of the zinc chlorides and two equivalents of potassium 

isopropylxanthate reacted giving a white precipitate immediately. 

ZnC12(aq) + 2KS2COC3H7(aq)    > Zn(S2COC3H7)2(s)   + 2KC1 4 

The reaction product is insoluble in water, toluene and hexane, but soluble in CH2CI2 and 

THF. The compound was characterized by IR-spectroscopy (table 1) and tested for its NLO 

activity. It failed to show NLO activity. 

iv) Tin isopropylxanthate 

The reaction of SnCl2.2H20 with KS2COC3H7 in 1:2 molar ratio, gave a yellow gummy 

product which was insoluble in water. Dissolving the gummy substance in acetone and then 

adding water gave yellow-brown powder. The IR-spectrum of the powder (Fig. 4) confirms the 

formation of tin isopropylxanthate. The compound was tested for its NLO activity by powder 

test. It showed no SHG. 

SnCl2.2H20(aq)   +   2KS2COC3H7(aq) ™> Sn(KS2COC3H7)2(s)   +   2KC1       5 

Table 1. Assignment of some absorption bands of metal xanthates (cm-1) {6} 

Cd(EtXan)2 Cd(iPrXan)2 Pb('PrXan)2 Sn('PrXan)2 Zn('PrXan)2 Assignment 

2985s 2978s 2976s 2977s 2978s D(CH3) 

1438vs 1458s 1463s 1460vs 1465vs 8(CH3) 

1391m — — — — 5(CH2) 

1365m 1372s 1370s 1371s 1371s 5(CH3) 

1195vs 1210VS 1211VS 1223vs broad D(CI-O) 

1122vs 1092vs 1093vs 1086VS — D(C2-0) 

1045vs 1024vs 1016VS 1027vs — v(C = S) 

860m 905s 898m 900s 900s \)(C - C) 

817m 821m 813m 815m 808s 8(CH3) 

659m 652s 644w 640w 650s D(C - S) 

450s 468s 466s 465m 466vs D(C-O-C) 
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Metal-Amino Acid Complexes 

The reactions of equimolar quantities of metal salts (MX2, M = Zn, Cu, Cd; X = Cl, 

CH3OO-) in methanol or water with a mixture of L-carnosine and sodium hydroxide gave 

different products. Zn(CH300)2-2H20 reacted very well with L-carnosine in the presence of 

NaOH giving a white crystalline product, whose IR-spectrum is rich in bands from L-carnosine. 

The analytical result of the compound is consistent to [Zn(L-carnosine)](OAc)2.2H20. Similarly 

the deep blue product obtained from the reaction of CUCI2.2H2O and L-carnosine was 

characterized to be the Cu-L-carnosine complex by IR-spectrum and elemental analysis. 

However, the product isolated from the reaction of Cd(OAc)2-2H20 and L-carnosine did not 

give the cadmium-L-carnosine complex. This could be concluded from the IR-spectrum, which 

does not show the bands associated to L-carnosine. Similarly the reaction of L-arginine with the 

above metal salts was investigated using the same or modified procedures. Despite all attempts, 

it was not possible to obtain a product which could be characterized. 

The isolated metal-L-carnosine complexes were investigated for their NLO properties. 

Both the zinc and copper complexes failed to show NLO response, although L-carnosine itself is 

an active NLO material. 

Conclusion 

In this research, several metal-xanthate and metal-amino acid complexes were 

synthesized, characterized and their NLO properties investigated. Only cadmium and lead 

xanthate were found to demonstrate good optical frequency conversion. 
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REDUCTION AND ANALYSIS 
OF LDV AND ANALOG RAW DATA 

Dr. Richard D. Gould 
Mechanical and Aerospace Engineering 

North Carolina State University 
Raleigh, NC   27695 

ABSTRACT 

The laser Doppler Velocimeter (LDV) data analysis software used by the experimental research 
branch at Wright Laboratory (WL/POPT) was found to be deficient in some ways. Two new 
LDV data analysis software programs were developed to resolve these deficiencies. The programs 
named PACE2ASC and PACESTAT were written in the FORTRAN language so that they could 
be easily modified and recompiled at WL/POPT. Both programs read TSI PACE 1.2 acquired raw 
laser Doppler velocimetry files. This task first requires decoding the header information file 
produced by the LDV software; a task that was made extremely difficult because the header 
portion of the data file is of variable length. The header file length depends on the file name 
length, user input parameter name lengths, the number of "C" words recorded and the number of 
data windows selected by the RMR hardware. Once the header file is decoded the raw LDV and 
analog data words can be converted to velocities and signal levels. The first program, 
PACE2ASC, reads the TSI PACE 1.2 raw data files and writes the velocities, time between data 
word, RMR time word and the analog "C" words to a formatted ASCII file having the same 
family name as the raw data file but with the ASC extension. This program can batch process up 
to 10000 files at one time. The second program, PACESTAT, reads the TSI PACE 1.2 raw data 
files and calculates turbulence statistics up to the third moment for mixed turbulence quantities 
and up to the fourth moment for homogeneous turbulence quantities for up to three velocity 
components. A batch processing capability has been included so that up to 10000 files can be 
processed during each execution. A menu screen allows the user to select various run time 
options. In addition, it constructs and prints automatically scaled histograms of velocity PDFs 
with a labeled summary table of all pertinent information. These histograms and summaries can be 
formatted to print as an ASCII file, a postscript file or a Hewlett Packard PCL 5 file. Turbulence 
statistics are written to three formatted data files for later use by plotting routines or analysis 
programs. These statistics can be normalized with a constant reference velocity or can be 
normalized with different reference velocity for each data point processed during the batch job by 
reading a user created file which contains the reference velocities for each data point. Prior to 
calculating the turbulence statistics, data points lying outside of +3 standard deviations are 
discarded. This default value of 3 can be overridden by the user at run time. The program allows 
for three velocity bias corrections, allows for non-orthogonal laser beam angle correction, and 
calculates the statistical uncertainties for all quantities using the jackknife method. Lastly, the user 
can override the fringe spacing, frequency shift and laser wavelength in the raw data files by 
reading a user created file which contains the correct values for these parameters. The source 
code was delivered to the scientists at WL/POPT. 
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REDUCTION AND ANALYSIS 
OF LDV AND ANALOG RAW DATA 

Dr. Richard D. Gould 

1. INTRODUCTION 

The purpose of this proposed research was to develop software which can be used to 

analyze the raw laser Doppler velocimeter (LDV) data and analog data obtained using a Thermal 

Systems Incorporated (TSI) IFA750 signal processor with the DL 100 DataLink Multichannel 

Interface and a Rotating Machinery Resolver (RMR) module. The software is necessary to 

provide additional important turbulence statistics and other capabilities not found in the standard 

TSI PACE 1.2 data acquisition and analysis software package which is shipped with the IFA 750 

signal processor. 

The new software, named PACESTAT, has all the capabilities of the TSI PACE 1.2 

software including the ability to analyze up to three velocity components, with time between data 

and residence time data if these options were selected at data acquisition time, and will calculate 

all the standard turbulence statistics (i.e. mean velocities, standard deviation, Reynolds stresses, 

turbulent triple products). In addition, up to 10000 files can be analyzed at one time using the 
batch processing capability of this new program. A menu screen allows the user to select various 
run time options. Auto-scaled histograms and formatted and fully labeled summary tables are 

created for each data point and are formatted for one, two or three-component velocity 

measurements with this program These histograms and summaries can be formatted to print as an 

ASCII file, a postscript file or a Hewlett Packard PCL 5 file. High and low pass data filtering 
based on user selected number of standard deviations is also included. The number of discarded 
points and revised turbulence statistics are calculated with this option. Three velocity bias 
correction methods, the McLaughlin-Tiederman correction, the residence time correction and the 
time between data correction, were included as options in this new software. Lastly, the capability 

to override the default fringe spacing, frequency shift and laser wavelength is also possible with 

this software. 

This software was developed to be portable so it can be run on the UNDX based 
workstations and mini-computers at Wright Laboratory in the Advanced Propulsion and Power 

Directorate (WL/POPT) and also on Intel processor based personal computers. A modular 

approach was used so that subsequent modification can be accomplished easily. The fully 

commented FORTRAN source code consisting of one main program, 30 subroutines and 5 
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function programs, totaling more than 5000 lines of code, was provided to WL/POPT so that 

future additions and modifications can be performed. A report describing the features of this code 
has been given to the people at WL/POPT. 

The program PACE2ASC, which contains one main program, 8 subroutines and 5 function 
calls totaling 1202 lines of code, will be described in more below as has the same "front end" 

subroutines as the PACESTAT code does, and only lacks the statistical, histogram graphics, and 
printing subroutines which have been described in an earlier report. 

2. PROGRAM STRUCTURE 

A modular program structure with one main calling program, named PACE2ASC, was 

selected for this project. The FORTRAN source code listing of the main program, showing this 

structure, is given in the Appendix. A flow chart of the main program is given below in Figure 1. 

A named common block structure was used to "pass" variables between subroutines instead of 
passing the variables directly between the calling program and the various subroutines using an 
argument. This method was selected to save memory allocation space for the "passed" variables 
and also allows all the subprograms which include the declared named common block access to 

the variables and control over their values. If variables were passed in an argument list in a 

subroutine call they would need to be dimensioned in both the calling program and the subroutine. 

This requires twice the memory space for variable storage than is required using common blocks. 
Ten descriptive, named common blocks were defined, instead of one large common block holding 
all the variables, so that only the required named common blocks for each subroutine need to be 

declared. It is believed that this structure makes the program more readable. A list of all the 
named common blocks used in PACE2ASC is given below. 

common /ldvdat/ u(10240),v(10240),w(10240),ttu(10240),ttv(10240) 
& ,ttw(10240),cl(10240) ,c2(10240) , curtime(10240) 
& ,c0(10240),dpoints 
common /ldvset/ dfI,df2,df3,fsl,fs2,fs3,wlenl,wlen2,wlen3,del,eps 

& ,scfac(5),coefk(5),coefa(5),coefb(5),coefc(5) 
& ,coefd(5),atodi(5) 
common /processor/ nowpdp,tnowpdp,headbyte,c,nokdp,numctr,ctypel 

& ,ctype2,ctype3,rmr,samptim,coinwind,mode, tbd 
& ,ttime,axis,trans 
common /tmatrix/ all,al2,al3,a21,a22,a23,a31,a32,a33 
common /files/ nmlen,sfname,efname,fnamein 
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PACEASC PROGRAM FLOW CHART 

Start program PACEASC 

Input first and last raw 
data file names 

call: INPUT 

Calculate number files to 
process during batch job 

call: STARTBATCH 

Open file for header 
summary data 

1 
DO LOOP for number of 
raw data files in batch job 

I 
Decode next file to be processed 

call: NEXTFILE 

Read header of raw data file 
call: READHEAD 

Read raw LDV data file 
rail : RF.RmWTA  

IF Transform flag = 1 

Write velocities, TBD, RMR 
word and C words to an 
ASCII formatted file 

call: WRITEASC    

Continue if more files 

Stop 

Calculate velocities for 
rotated & tilted LDV beams 
flag call: TRANSFORM  

Figure 1. Flow chart of program PACEASC. 
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Four files are opened, assigned file names and closed during program execution. A summary 

table of file allocation is given below. Note that the name "family" in the file names below is 

replaced during program execution with the actual family name that was assigned to the raw data 

files being analyzed. 

Table 1. File allocation. 

Unit 
number 

File name Opening subroutine Closing subroutine Read 
or 
write 

File type 

1 Family.RAW Readdata Readdata Read direct 

2 Family.ASC Writeasc Writeasc Read sequential 

7 Family. SUM Program Pace2asc Program Pace2asc Write sequential 
9 Family.RAW Nextfile Readheader Read sequential 

3. SUBROUTINE DESCRIPTIONS 

A brief description of all the subroutines and function programs contained in this data 
analysis program are given below. 

Subroutine INPUT 

Subroutine prints header to screen and queries user for the name of the starting and ending 
TSI PACE 1.2 generated raw data files. An example of this screen is given in Figure 2. 

********************* 
* Program reads 
* files, writes 
* to a summary 
* time between 
* The ASCII dat 
* file but has 
* processing is 

+ * + ***** + * + ***** + + *■*■*** + *■*■ + + *** + + ■*•*• + *• + + + •** + + + ** + * + * + + + * 

TSI PACE acquired raw laser Doppler velocimetry * 
the header information of all the processed files * 

file and produces an ASCII file of the velocity, * 
data, and C word values (1 for each raw data file) * 
a file has the same family name as the raw data * 
an .ASC extension. Either single or batch file * 
possible * 

Developed by: 

****************** 

Richard D. Gould * 
Sept. 26, 1997 * 
version 1.0, All rights reserved by author * 

******************************************************** 

Enter first file to be processed(JUNK0000.RAW) hotOOOl.raw 
Enter the last file to be processed(JUNK0013.RAW) hot0013.raw 
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13 files will be processed during batch job! 
starting with : hotOOOl.raw 
ending with :   hot0013.raw 

A summary of the header values will be stored in file :  hotOOOl.SUM 
ASCII data files having an .ASC extension and the same family name, 
one for each file, for example -  hotOOOl.ASC will be produced 

Should we continue batch job using these files?(y/[n]) y 

Figure 2. Screen produced be subroutines INPUT AND STARTBATCH. 

Subroutine STARTBATCH 

Subroutine decodes the starting and ending file names and determines how many files are to 

be processed during current execution of the program The histograms and statistics of all the files 

processed during this batch job will be included in the output files. Start and end file numbers and 
number of files are passed back to calling program. Figure 2 shows the screen produced by this 

subroutine for an example where HOT0001 .RAW is the first raw data file and HOT0013.RAW is 

the last raw data file to process during this batch job. 

Subroutine NEXTFILE 

Subroutine encodes the integer file number in the batch process DO LOOP into the character 

string in the extension name of the next raw data file to be processed during batch job. Once the 

file name is determined it is opened as unit 9. The current file number and raw data file name in 

the batch job is written to screen so that the user can monitor progress. 

Subroutine READHEADER 

Subroutine reads the header of each TSI PACE 1.2 raw data file according to the 

documentation given in the File Formats chapter of the TSI FIND for Windows software manual. 
The header contains a variable number of lines each of which can contain a variable number of 

characters. This made decoding the header file much more difficult than if the header was of 

constant length as was the case when using the older TSI FIND version 4.0 software. In any case, 
subroutine READHEADER was developed to handle this variable size header format and 
operates correctly for the 20 or so test case header files used in its development. The important 
variables read from the header are listed below in Table 2. The program listing for this subroutine 

is given in the Appendix. 
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Table 2. LDV and signal processor settings. 

Variable name 
mode 
numctr 
tbd 

Description 
1 - random, 2 = coincidence 
number of signal processors 
1 - on, 2 = off, 3 = even time 

onaxis 
nokdp 
ttime 
ctypel-3 
fill, fd2. fd3 
fsl, fs2, fs3 
wlenl, wlen2, wlen3 

2kli 
coinwind 
samptim 

rmr 
Numwin 
trans 

Not used in PACE 1.2 software 
number of kilo data points 
transit time: 1 = on, 2 = off 
processor type: I=1990,2=1980,3=ifa550,4=ifa750 
fringe spacing (nanometers) 
frequency shift (MHz) 
wavelength (micrometers) 
Position 
coincidence window(microseconds) 
even time(microseconds) 
Number of c words 
1 = on, 2 = off 
Number of rmr windows 

del, eps 
1 on, 0 off (transformation matrix flag) 
rotation about z and tilt about x angles(not used) 

Subroutine READDATA 

Subroutine uses a calculation made in READHEADER to determines the total number of words 

transferred (i.e. tnowpdp) with each LDV realization based on number of signal processors, mode 

of operation and, whether the time between data word or transit time words are transferred, 

whether RMR is enabled and the number of C word analog channels that are used. Once the 

number of words per realization is found this subroutine reads the raw data file in this word order 

sequence. In order to speed the processing the raw data file is read as a single record. This 

requires knowledge of the total number of bytes in the raw data file which is found by knowing 

the header size (calculated in subroutine READHEADER) and the number of data points and the 

number of words with each data realization. In order to facilitate the variable length header a 

dynamic array was defined to hold the entire raw data file as one record. This requires using an 

ALLOCATE command of the Microsoft FORTRAN Powerstation compiler to dimension this 

array at run time instead of statically at program startup. Note that defining dynamic arrays is 

compiler dependent and thus the syntax may have to be changed to that of the compiler being 

used. The program listing for this subroutine is given in the Appendix. 
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Subroutine TRANSFORM 

Subroutine calculates the velocities when the beams are rotated or tilted relative to the 

laboratory coordinate system using the transformation coefficient matrix. These nine matrix 

elements are obtained from the header of the raw data file. When TRANS = 1 transformation is 

enabled. 

4. SAMPLE OUTPUT 

 J   _- —— —_——— — 7 

nokdp    mode      tbd 

— — — — — - — — j   r —— — j   i o w w—~ — 

ttime     numctr ctype3 ctype2 ctypel 
10000        2 1        2 3      4 4 4 

Coin window =     20.0 us  Equal time sample interval 1000.0 us 
fringe spc freq shift wavelength 

channel 1        1.9020 40.0000 .5145 
channel 2       -1.8054 40.0000 .4880 
channel 3        4.5310 40.0000 .6328 
number of c words = 2 

a/d    scale K        A B c D 
cword 0   0     .0024 .0000    1.0000 .0000 .0000 .0000 
cword 1   0     .0024 .0000   2.0620 .0000 .0000 .0000 
cword 2  1    .0024 .0000    1.0000 .0000 .0000 .0000 
RMR flag = 1     Number of RMR windows = 1 

start angle stop angle 
window 0         .0000 .1000 
x =     1.000000  y = -1.500000  z = .000000 
del =      .000000  eps = .000000 
transformation matrix enable flag (0-off, 1-on) =1 
All =   .707100 A12 = .707100 A13 = .000000 
A21 =  -.707100 A22 = .707100 A23 = .000000 
A31 =   .000000 A32 = .000000 A33 =  1.000000 
nowpdp=  7  c=  2  rmr= 1  tnowpdp=ll 
header bytes =  4001 

The first 11 lines of the output ASCII file, HOT0001.ASC, looks like: 

dpoint channel 3 channel 2 channel 1 tbd(us) rmr cword 1 cword 2 
1 32.521875 -.529364 1.114395 0 17 1.06707 9.93975 
2 18.948417 -1.130842 -2.873699 6927 1188 1.79187 9.98613 
3 30.982659 2.694894 1.420704 13870 2360 -2.70290 9.98369 
4 36.062170 -.467116 2.294192 20181 3369 .50333 9.96660 
5 24.318448 .773312 -1.991662 32749 1973 -2.27004 9.97881 
6 38.748275 .794269 -.190580 38778 2969 -1.77677 9.93731 
7 31.133275 1.080833 1.484648 99482 2605 -2.59217 9.99101 
8 33.395304 3.195963 -3.262935 99607 2625 -2.52674 9.98125 
9 33.278926 -.156375 .910760 104766 46 1.09727 9.93487 

10 29.446836 .486236 .504850 146633 68 1.12244 9.89581 

Note that these values have been validated by comparing them to the velocities, tbd, rmr and 
cword values produced by the TSI PACE 1.2 software. Thus all the conversion routines have 
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been validated. The advantage of using this code however is that you do not have to be in the 
PACE program to convert the files and you get a format that you can control. 

APPENDIX 

program pace2asc 
c 

c Program reads TSI PACE 1.2 acquired raw laser Doppler velocimetry 
c files and writes velocities, the time between data words, the RMR 
c word and two "C" words to a formatted ASCII file having the same 
c family name as the raw data file but with an ASC extention. Since 
c all of the data are placed in arrays with this code a user can 
c easily modify this code to whatever he/she wishes with the data. 
c A batch file processing algorithm is included. 
c 
c Developed by: Richard D. Gould 
c Sept. 26, 1997 
c version 1.0, All rights reserved by author 

c 
real*4 coinwind,samptim 
integerM nokdp,c,nowpdp,tnowpdp,headbyte 
integer*2 numctr,ctypel,ctype2,ctype3,nmlen,rmr,trans 
integer*2 nstart,nend,numfil,jfile,ifile 
character*12 sfname,efname,fnamein 
character*1 mode,tbd,ttime,axis 
character*l in 

c 
common /processor/ nowpdp, tnowpdp, headbyte,c,nokdp,numctr,ctypel 

& ,ctype2,ctype3,rmr,samptim,coinwind,mode,tbd 
& ,ttime,axis,trans 
common /files/ nmlen,sfname,efname,fnamein 

c 
call input 
call startbatch(nstart,nend,numfil,in) 
if(in .eq. 'y') go to 1 
if(in .eq. 'Y') go to 1 
go to 900 

1 ifile=0 
open(UNIT=7,file=sfname(l:nmlen)//'.SUM',access='sequential' 
&,status='unknown') 
do 1000 jfile=nstart,nend 
call nextfile(jfile,ifile) 
call readheader 
call readdata 
if(trans .eq. 1) call transform 
call writeasc 

1000 continue 
c 

close(7) 
900 stop 

end 
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subroutine readheader 
c 

c Subroutine reads the header of each TSI PACE ver. 1.2 raw data file 
c according to the documentation given in the Appendix of the 
c TSI PACE/FIND software manual (Version 1.2).  See PACE/FIND manual 
c for more details. TSI stands for Thermal Systems Incorporated. 
c 
c Called by: Program readpace 
c Calls: function atoi20 and function atof20 
c 
c 
c Modified by:  Richard D. Gould 
c Sept. 26, 1997 
c version 1.0, All rights reserved by author 
c*+++*++++*+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 

c 

real*4 atof20,dfI,df2,df3, fsl,fs2,fs3,wlenl,wlen2,wlen3,del,eps 
&      /X,y,z,coinwind,samptim,fs_table(17),scfac 
&       ,coefk,coefa,coefb,coefc, coefd 
&       ,angl(4),ang2(4),cfsl,cfs2, Cfs3,all,al2,al3,a21,a22,a23 
&       ,a31,a32,a33 
integer*4 nokdp,c,nowpdp,tnowpdp,idot,linelen,headbyte 
integer*2 atoi20,numctr,ctypel, ctype2,ctype3,i,nmlen,rmr,atodi 
&,fsl_i,fs2_i,fs3_i,numwin,cfslu_i,cfs2u_i,cfs3u_i,trans 
character*80 string(300),temp 
character*20 cwords,nokdp_a,numctr_a,dfl_a,df2_a,df3_a,fsl_a,fs2_a 

1 ,fs3_a,wlenl_a,wlen2_a,wlen3_a,xpos_a,ypos a,zpos a 
2 ,rmr_a, del_a,ep s_a,c_win_a,s am_t_a,s c fa c_a,atod a 
3 ,coefk_a,coefa_a,coefb_a,coefc_a,coefd_a,numwin a 
4 ,angl_a,ang2_a,cfsl_a,cfslu_a,cfs2_a,cfs2u_a 
5 ,cfs3_a,cfs3u_a,all_a, al2_a,al3_a,a21_a,a22_a,a23_a 
6 ,a31_a,a32_a,a33_a,trans_a 
character*12 sfname,efname,fnamein 
character*1 mode,tbd,ttime,ctype, axis 

c 
common /ldvset/ dfl,df2,df3,fsl,fs2,fs3,wlenl,wlen2,wlen3,del,eps 

& , scfac(5), coefk(5),coefa(5),coefb(5),coefc(5) 
& ,coefd(5),atodi(5) 
common /processor/ nowpdp,tnowpdp,headbyte,c,nokdp,numctr,ctypel 

& ,ctype2,ctype3,rmr,samptim, coinwind,mode,tbd 
& ,ttime,axis,trans 
common /tmatrix/ all,al2,al3,a21,a22,a23,a31,a32,a33 
common /files/ nmlen,sfname,efname,fnamein 
data fs_table /0.0,2.Oe-3,5.Oe-3,10.Oe-3,20.Oe-3,50.Oe-3,100.Oe-3 
&,200.Oe-3,500.Oe-3,1.0,2.0,5.0,10.0,-10.0,-20.0,40.0,-40.0/ 

c 
headbyte=0 
do 100 i=l,95 
read(9,10) string(i) 
temp=string(i) 
idot=80 

201 continue 
if(temp(idot:idot) .eq. ' ') then 
idot=idot-l 
goto 201 
endif 
linelen=idot+l 
headbyte=headbyte+linelen 

100 continue 
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c 
10 format(a80) 

; numbers kilo data points 
temp   = string(16) 
nokdp_a = temp(20:27) 

; number of data points 
nokdp  = int(atof20(nokdp_a)*1000) 

/processor type: 1=1990,2=1980,3=ifa550,4=ifa750 
temp   = string(26) 
ctype   = temp(10:12) 
ctypel  = 4 
ctype2  = 4 
ctype3  = 4 

; number of signal processors 
temp   = string(28) 
numctr_a= temp(11:11) 
numctr = atoi20(numctr_a) 

; RMR enabled=l disabled=2 

rotation about z and tilt about x angles 

temp   = string(31) 
rmr_a  = temp(12:12) 
rmr    = atoi20(rmr_a) 

c 

temp = string(37) 
del_a = temp(10:17) 
del = atof20(del_a) 
temp = string(38) 
eps_a = temp(6:13) 
eps = atof20(eps_a) 

c ; fringe spacing (micrometers) 
temp = string(40) 
dfl_a = temp(15:22) 
dfl = atof20(dfl_a) 
temp = string(47) 
df2_a = temp(15:22) 
df2 = atof20(df2_a) 
temp = string(54) 
df3_a = temp(15:22) 
df3 = atof20(df3_a) 

c ; wavelength (micrometers) 
temp = string(44) 
wlenl_a = temp(12:21) 
wlenl = atof20(wlenl_a)/1000. 
temp = string(51) 
wlen2_a = temp(12:21) 
wlen2 = atof20(wlen2_a)/1000. 
temp = string(58) 
wlen3_a = temp(12:21) 
wlen3 = atof20(wlen3_a)/1000. 

c ; number of c words 
temp = string(94) 
cwords = temp(16:16) 
c = atoi20(cwords) 

c 
c 
volts 
c ; signal =  K + A*v + B*vA2 +C*v"3 + D*vA4 
c 

do 101 j=l,c+l 
do 102 ii=l,10 
i=95+(j-l)*10+ii 
read(9,10) string(i) 
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temp=string(i) 
idot=80 

202 continue 
if(temp(idot:idot) .eq. ' ') then 
idot=idot-l 
goto 202 
endif 
linelen=idot+l 
headbyte=headbyte+linelen 
if(ii .eq. 4) then 

temp = string(i) 
scfac a = temp(13:20) 
scfac(j) = atof20(scfac a) 

endif 
if(ii .eq. 5) then 

temp = string(i) 
atod_a = temp(10:10) 
atodi(j) = atoi20(atod a) 

endif 
if(ii .eq. 6) then 

temp = string(i) 
coefk a = temp(3:10) 
coefk(j) = atof20(coefk a) 

endif 
if(ii .eq. 7) then 

temp = string(i) 
coefa a = temp(3:10) 
coefa(j) = atof20(coefa a) 

endif 
if(ii .eq. 8) then 

temp = string(i) 
coefb a = temp(3:10) 
coefb(j) = atof20(coefb_a) 

endif 
if(ii .eq. 9) then 

temp = string(i) 
coefc a = temp(3:10) 
coefc(j) = atof20(coefc a) 

endif 
if(ii .eq. 10) then 

temp = string(i) 
coefd a = temp(3:10) 
coefd(j) = atof20(coefd_a) 

endif 
102 continue 
101 continue 

c 
do 103 i=l,10 
read(9,10) string(95+(c+l)*10+i) 
temp=string(95+(c+l)*10+i) 
idot=80 

203 continue 
if(temp(idot:idot) .eq. ' ') then 
idot=idot-l 
goto 203 
endif 
linelen=idot+l 
headbyte=headbyte+linelen 
if(i .eq. 7) then 

temp = string(95+(c+l)*10+i) 
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numwin_a = temp(13:13) 
numwin = atoi20(numwin_a) 

endif 
103 continue 

c 
do 104 j=l,numwin 
do 105 ii=l,3 
i=95+(c+l)*10+ll+(j-l)*3+ii 
read(9,10) string(i) 
temp=string(i) 
idot=80 

204 continue 
if(temp(idotridot) .eq. ' ') then 
idot=idot-l 
goto 204 
endif 
linelen=idot+l 
headbyte=headbyte+linelen 
if(ii .eq. 2) then 

temp = string(i) 
angl_a = temp(14:23) 
angl(j) = atof20(angl_a) 

endif 
if(ii .eq. 3) then 

temp = string(i) 
ang2_a = temp(15:24) 
ang2(j) = atof20(ang2_a) 

endif 
105 continue 
104 continue 

c 
do 106 i=95+(c+l)*10+ll+(numwin)*3,95+(c+l)+10+ll+(numwin)*3+100 
read(9,10) string(i) 
temp=string(i) 
idot=80 

205 continue 
if(temp(idot:idot) .eq. ' ') then 
idot=idot-l 
goto 205 
endif 
linelen=idot+l 
headbyte=headbyte+linelen 

106 continue 
close(9) 

c ; processor mode: 1 = random,2 = coincidence 
temp   = string(95+(c+l)*10+ll+(numwin)*3+l) 
mode   = temp (6: 6) 

c ; coindidence window(microseconds) 
temp   = string(95+(c+l)*10+ll+(numwin)*3+2) 
c_win_a = temp(11:21) 
coinwind= atof20(c_win_a) 

c ; tbd: 1 = on,2 = off,3 = even time 
temp   = string(95+(c+l)+10+ll+(numwin)*3+3) 
tbd    = temp(5:5) 

c ; even time(microseconds) 
temp   = string(95+(c+l)*10+ll+(numwin)*3+4) 
sam_t_a = temp(10:20) 
samptim = atof20(sam_t_a) 

c ; transit time: 1 = on, 2 = off 
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temp string(95+(c+1)+10+11+(numwin)+3+6) 
ttime = temp(6:6) 

c ; frequency shift (MHz); Uses table look-up 
temp = string(95+(c+l)+10+11+(numwin)+3+36) 
fsl a = temp(16:17) 
fsl i = atoi20(fsl_a) 
if (fsl_. L .eq. 17) then 
temp = string(95+(c+1)+10+11+(numwin)+3+34) 
cfsl a = temp(17:24) 
cfsl = atof20(cfsl_a) 
temp = string(95+(c+1)+10+11+(numwin)+3+35) 
cfslu a = temp(22:22) 
cfslu i = atoi20(cfslu a) 
fsl = cfsl*10**(3*(cfslu_i-l))/10++6 
else 
fsl = fs_table(fsl_i+l) 
endif 
temp = string(95+(c+1)+10+11+(numwin)+3+42) 
fs2 a = temp(16:17) 
fs2 i = atoi20(fs2 a) 
if(fs2_ L •eq. 17) then 
temp = string(95+(c+l)+10+11+(numwin)+3+40) 
cfs2 a = temp(17:24) 
cfs2 = atof20(cfs2 a) 
temp = string(95+(c+1)+10+11+(numwin)+3+41) 
cfs2u a = temp(22:22) 
cfs2u i = atoi20(cfs2u a) 
fs2 = cfs2*10+*(3*(cfs2u_i-l))/10++6 
else 
fs2 = fs_table(fs2_i+l) 
endif 
temp = string(95+(c+1)+10+11+(numwin)+3+48) 
fs3 a = temp(16:17) 
fs3 i = atoi20(fs3_a) 
if(fs3_ L .eq. 17) then 
temp = string(95+(c+1)+10+11+(numwin)+3+46) 
cfs3 a = temp(17:24) 
cfs3 = atof20(cfs3 a) 
temp = string(95+(c+1)+10+11+(numwin)+3+47) 
cfs3u a = temp(22:22) 
cfs3u i = atoi20(cfs3u a) 
fs3 = cfs3*10+*(3*(cfs3u_i-l))/10++6 
else 
fs3 = fs_table(fs3_i+l) 
endif 

c ; transform matrix 
c ; transform enabled=l disabled=0 

temp = string(95+(c+l)+10+11+(numwin)+3+67) 
trans a = temp(9:9) 
trans = atoi20(trans_a) 

temp = string(95+(c+l)+10+11+(numwin)+3+71) 
all a = temp(5:12) 
all = atof20(all a) 
temp = string(95+(c+1)+10+11+(numwin)+3+72) 
al2 a = temp(5:12) 
al2 = atof20(al2 a) 
temp = string(95+(c+1)+10+11+(numwin)+3+73) 
al3 a = temp(5:12) 
al3 atof20(al3_a) 
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temp = string(95+(c+l)*10+ll+(numwin)*3+74) 
a21_a = temp(5:12) 
a21 = atof20(a21_a) 
temp = string(95+(c+l)+10+11+(numwin)+3+75) 
a22_a = temp(5:12) 
a22 = atof20(a22_a) 
temp = string(95+(c+1)+10+11+(numwin)+3+76) 
a23_a = temp(5:12) 
a23 = atof20(a23_a) 
temp = string(95+(c+1)+10+11+(numwin)*3+77) 
a31_a = temp(5:12) 
a31 = atof20(a31_a) 
temp = string(95+(c+1)+10+11+(numwin)*3+78) 
a32_a = temp(5:12) 
a32 = atof20(a32_a) 
temp = string(95+(c+l)+10+ll+(numwin)+3+79) 
a33_a = temp(5:12) 
a33 = atof20(a33_a) 

c ; position 
temp = string(95+(c+l)*10+ll+(numwin)+3+88) 
xpos_a = temp(7:14) 
x = atof20(xpos_a) 
temp = string(95+(c+l)*10+ll+(numwin)*3+89) 
ypos_a = temp(7:14) 
y = atof20(ypos_a) 
temp = string(95+(c+l)*10+ll+(numwin)+3+90) 
zpos_a = temp(7:14) 
z = atof20(zpos_a) 

c 
write(*,'(a)') ' Writing header data to summary file1 

c 
write(7,1002) 

1002 format(4x,'nokdp',5x,'mode',7x,'tbd',5x,'ttime', 
&6x,'numctr',lx,'ctype3'lx,'ctype2'lx,'ctypel') 
write(7,1000) nokdp,mode,tbd,ttime,numctr,ctype3, 
&ctype2,ctypel 
write(7,1009) coinwind,samptim 

1009 format(lx,'Coin window =',fl0.1,' us',2x, 
&'Equal time sample interval =',fl0.1,' us') 

1000 format(i8,3(9x,al),4i8) 
write(7,1003) 

1003 format(15x,'fringe spc1,2x, 'freq shift *,2x,'wavelength') 
write(7,1004)df1,fsl,wlenl 

1004 format(lx,'channel 1',5x,3(f10.4,2x)) 
write(7,1005)df2,fs2,wlen2 

1005 format(lx,'channel 2',5x,3(f10.4,2x)) 
write(7,1006)df3,fs3,wlen3 

1006 format(lx,'channel 3',5x,3(f10.4,2x)) 
write(7,1001) c 

1001 format(lx,'number of c words =',i2) 
write(7,1013) 

1013 format(10x,'a/d',4x,'scale',6x,'K',9x,'A',9x,'B',9x,*C 
&,9x,'D') 
write(7,1017) atodi(l) ,scfac(l),coefk(l),coefa(l),coefb(l) 

&,coefc(1),coefd(1) 
1017 format(lx,'cword 0',2x,i2,2x,6(f8.4,2x)) 

if(c .ge. 1) write(7,1014) atodi(2) , scfac(2) , coefk(2) , coefa(2) 
&,coefb(2),coefc(2),coefd(2) 

1014 format(lx,'cword 1',2x,i2,2x,6(f8.4,2x)) 
if(c .ge. 2) write(7,1015) atodi(3),scfac(3),coefk(3),coefa(3) 
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&,coefb(3),coefc(3),coefd(3) 
1015 format(lx,'cword 2',2x,i2,2x,6(f8.4,2x)) 

if(c .ge. 3) write(7,1016) atodi(4),scfac(4),coefk(4),coefa(4) 
&,coefb(4),coefc(4),coefd(4) 

1016 format(lx, 'cword 3',2x,i2,2x,6(f8.4,2x)) 
write(7,1021) rmr,numwin 

1021 format(lx,'RMR flag =',i2,5x,' Number of RMR windows =',i2) 
write(7,1023) 

1023 format(12x,'start angle',4x,'stop angle') 
write(7,1027) angl(1),ang2(1) 

1027 formatdx, 'window 0',4x,2 (fl0.4,4x) ) 
if(numwin .ge. 2) write(7,1024) angl(2),ang2(2) 

1024 formatdx, 'window l',4x,2 (fl0.4,4x) ) 
if(numwin .ge. 3) write(7,1025) angl(3),ang2(3) 

1025 formatdx, 'window 2 ', 4x,2 (f 10. 4, 4x) ) 
if(numwin .ge. 4) write(7,1026) angl(4),ang2(4) 

1026 format(lx,'window 3',4x,2(fl0.4,4x)) 
write(7,1007) x,y,z 

1007 formatdx,'x = ', fl2. 6,2x,'y = ', fl2. 6,2x, ' z = ',fl2.6) 
write(7,1008) del,eps 

1008 formatdx,'del = ', fl2 . 6,2x,'eps = ',fl2.6) 
write(7,1029) trans 

1029 format(lx,'transformation matrix enable flag (0-off, 1-on) = ',il) 
write(7,1028) all,al2,al3,a21,a22,a23,a31,a32,a33 

1028 formatdx,'All = ', f9. 6,2x,'A12 = ', f9. 6,2x,'A13 = ',f9.6,/ 
Six,'A21 = ',f9.6,2x,'A22 = ',f9.6,2x,'A23 = ',f9.6,/ 
&lx,'A31 = ',f9.6,2x,'A32 = ',f9.6,2x,'A33 = ',f9.6) 

Q+ + + + * + + + + + + + + + + + + + + + + + + + + *** + + + + + + + + + + + + + + + + + + ± + + + + + + + + + + + + + + + -k + + + -),-k + + + 

c find number of processor words per data point - nowpdp 
£********************* + *** + **************************+* + **************** 

if ((mode .eq. '2') .and. (numctr .eq. 2)) then 
if (tbd .eq. '1') then 

nowpdp = 5 
else 

nowpdp = 4 
endif 

elseif ((mode .eq. '2') -and. (numctr .eq. 3)) then 
if (tbd .eq. '1') then 

nowpdp = 7 
else 

nowpdp = 6 
endif 

elseif (tbd .eq. '1') then 
nowpdp = 3 

else 
nowpdp = 2 

endif 
c 

if(rmr .eq. 1) then 
tnowpdp=nowpdp+c+rmr 
else 
tnowpdp=nowpdp+c 
endif 
if(ttime .eq. '1') then 
tnowpdp=tnowpdp+numct r 
endif 
if(tbd .eq. *1') then 
tnowpdp=tnowpdp+l 
endif 
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write(7,2001) nowpdp,c,rmr,tnowpdp 
2001 formate nowpdp= ',i2,2x,'c= ■,i2, 2x,'rmr= ',i2,2x,'tnowpdp=', i2) 

write(7,2002) headbyte 
2002 formate header bytes = ' ,i5) 

c 
write(7,*) 
end 

c 

subroutine readdata 
c 
c** + * + + *** + **** + + * + ** + + + ** + + + + *** + + + *** + + + + + + vt + + + ^ + + + + + + + + + + + + + + + + + + + vt + 

c Subroutine reads the binary raw data from the TSI PACE ver. 1.2 
c raw data file in the proper word order, one data point at a time, 
c according to the documentation given in the Appendix of the 
c TSI PACE/FIND software manual (Version 1.2).  See PACE/FIND manual 
c for more details. TSI stands for Thermal Systems Incorporated. 
c 
c Called by: Program readpace 
c Calls: function convertb, convertc, convertr 
c subroutine converta 
c 
c 
c Modified by:  Richard D. Gould 
c Sept. 26, 1997 
c version 1.0, All rights reserved by author 
c+** + + **** + * + *** + * + ** + + * + ** + + + + + *>.** + + + * + + + + + + + + + + + + + + + + + + + + + + + + jrVl. + + + + + 

c 
real*8 timel,time2, time3,convertb, convertc,u,v,w,ttu,ttv,ttw 

&     , fdl, fd2, fd3, cl, c2, draw, c2raw 
real*4 dfl,df2,df3,fsi,fs2, fs3, wlenl,wlen2,wlen3,del,eps 

&      ,coinwind,samptim,scfac,coefk,coefa,coefb,coefc,coefd 
integer*4 time7500,curtime,firsttbd,dpoints,nokdp,c,nowpdp,tnowpdp 

& ,headbyte,istart,iend,i, j,k,totbytes,error 
integer*2 time750(2),numctr,ctypel,ctype2,ctype3,nmlen,rmr,atodi 

& ,ncycll,ncycl2,ncycl3, addr1,addr2,addr3,word(11),cO 
& ,trans 
character*12 sfname,efname,fnamein 
character*l mode,tbd,ttime,axis,bytes(22) 
character*! bytedata[ALLOCATABLE] (:) 

c 

c 

common /ldvdat/ u(10240),v(10240),w(10240),ttu(10240),ttv(10240) 
& ,ttw(10240),cl(10240),c2(10240),curtime(10240) 
& ,c0(10240),dpoints 
common /ldvset/ dfl,df2,df3,fsl,fs2,fs3,wlenl,wlen2,wlen3,del,eps 

& ,scfac(5),coefk(5),coefa(5),coefb(5),coefc(5) 
& , coefd(5),atodi(5) 
common /processor/ nowpdp,tnowpdp,headbyte,c,nokdp,numctr,ctypel 

& ,ctype2,ctype3,rmr,samptim,coinwind,mode,tbd 
& ,ttime,axis,trans 
common /files/ nmlen,sfname,efname,fnamein 
equivalence (time7500, time750(l)) 
equivalence (word, bytes(1)) 

if(tnowpdp .gt. 22) go to 8997 
totbytes=headbyte+nokdp*2*tnowpdp 
ALLOCATE (bytedata(totbytes), STAT = error) 
if(error .ne. 0) STOP 'Not enough storage for data; aborting ..." 
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c 
c  Note: The array bytedata( ) must be dimensioned to the exact size of the 
file 
c        Since the header size changes based on file name lengths, variable 
names 
c        comment string lengths, ... the only way to open the file as a 
single 
c        direct access record (which is necessary for reasonable processing 
speed 
c        is to dynamically allocate the array BYTEDATA. Be careful to note 
that 
c        the syntax to allocate dynamic arrays is compiler dependent. This 
c        syntax is for Microsoft FORTRAN powerstation, version 1.0. 
c 
c  open raw data file & read all bytes(including header) into 1 record 
c 

open(unit=l,file=fnamein,form='binary1,access='direct* 
&,recl=totbytes) 
rewind(1) 
read(l, rec=l,err=8889) bytedata 
write(*,8888) totbytes 

8888 format(' Done reading data file (',i7,' bytes)!') 
close(1) 

c 
dpoints=0 
do 382 j=l,nokdp 

c 
c    read all the words associated with each 1DV data point into array 
c 

k=0 
istart=headbyte+l+(j-l)*2*tnowpdp 
iend=istart+2*tnowpdp-l 
do 380, i = istart,iend 
k=k+l 
bytes(k)=bytedata(i) 

380 continue 
c 
c    decode 16 bit digital words into appropriate values 
c 
c    Note: This sequence is for 3 LDV channels without residence time data, 
c time between data words, RMR word and 2 C words, 
c 

call converta(word(l),ncycl3,addr3) 
time3 = convertb(word(2),ctypel) 
call converta(word(3),ncycl2,addr2) 
time2 = convertb(word(4),ctype2) 
call converta(word(5),ncycll,addrl) 
timel = convertb(word(6),ctype3) 
time750(2) = word(7) 
time750(l) = word(8) 
c2raw = convertc(word(9),atodi(3),scfac(3)) 
c2(j)= coefk(3)+coefa(3)*c2raw+coefb(3)*c2raw**2+coefc(3)*c2raw**3 

&   +coefd(3)*c2raw**4 
draw = convertc (word(10) ,atodi (2) ,scfac(2) ) 
cl(j)= coefk(2)+coefa(2)*clraw+coefb(2)*clraw**2+coefc(2)*clraw**3 

&   +coefd(2)*clraw**4 
c0(j)   =  iand(worddl) ,4095) 
if(time3 .eq. 0.0 .or. time2 .eq. 0.0 .or. time3 .eq. 0.0) 

&go to 381 
if(dpoints .ge. 10240) go to 8999 
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dpoints = dpoints + 1 
fd3=(ncycl3*1000.0/time3) 
fd2=(ncycl2*1000.0/time2) 
fdl=(ncycll*1000.0/timel) 
w(dpoints)=(fd3-fs3)*df3 
v(dpoints)=(fd2-fs2)*df2 
u(dpoints)=(fdl-fsi)+df1 
if (dpoints .eq. 1) firsttbd = time7500 

c 
if(firsttbd .gt. 0) then 

c 
if(time7500 .It. 0) then 
curtime(dpoints)=(time7500-(-2147483647))+2+(2147483647-firsttbd) 
else 
curtime(dpoints) = time7500-firsttbd 
endif 

c 
else 
curtime(dpoints) = time7500-firsttbd 

endif 
c 

381 continue 
382 continue 

c 
goto 3000 

8889 write(*,*)' ERROR READING DATA FILE ' , fnamein 
goto 3000 

8997 write(*,*)' Total number of bytes in data point > 22 array limit!' 
goto 3000 

8999 writef*,*)' Tried to read more than 10240 points - array limit!' 
3000 continue 

c 
end 
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Abstract 

Highly-sensitive image-forming infrared detectors are found in boid and crotalid species of 
snakes. These infrared-detecting systems are superior to all artificial and all known biological 
infrared detectors, as they combine 0.003°C thermal resolution, microscopic size, and self-repair 
in an uncooled system. I have performed a detailed analysis of the infrared receptor system in the 
boid snakes Python molurus bivittatus (the Burmese python), Python regius (the royal python), 
and others. Surface structural analyses of the infrared-sensitive pit by transmission electron 
microscopy, scanning electron microscopy, and atomic force microscopy reveal an array of plate- 
like structures covered by regular arrays of "micropits." These micropits were also found on the 
spectacle covering the eyes, but their arrangement and size there were significantly different. 
Infrared spectrometry of this surface material from the IR-sensitive pits showed that it was 
completely non-reflective of IR from 2-15u.m. This material readily transmitted IR in 2 major 
bands, centered on 4 and 10|im. IR imaging showed that the IR-sensitive pits were non-reflective 
and absorptive in both the 3-5jim and 8-12)xm ranges; both of these parameters were greater in the 
8-12|im band. These results are particularly interesting in that these snakes normally target 
endothermic mammalian prey radiating maximally at 10|im. Since phosphate absorbs at 10|im, 
and since protein phosphorylation is an important and ubiquitous component of sensory signaling, 
we began biochemical analyses of tissue containing the IR-sensitive neuronal terminals. 
Polyacrylamide gel electrophoresis showed that the IR-sensing pits contain a variety of proteins, 
and that the protein pattern is distinct from that in non-pit skin, retina, and brain. Affinity 
chromatography successfully isolated several phosphoproteins from tissue homogenates. 
Immunohistochemistry on the IR-sensitive neuronal terminals showed that they are distinct from 
photoreceptors in the retina, in that they lack both the protein opsin and 2 calcium-binding proteins, 
calretinin and calbindin. However, they do contain 2 unique calcium-binding proteins, calmodulin 
and S-100, both of which may be involved in IR transduction, and the activities of which are 
regulated phosphorylation. Together, these results show that (1) IR-sensitive pits in Python 
contain an unusual surface architecture which may impart unique optical properties, (2) these pits 
maximally absorb in the 8-12|im range, matching the peak emission of targeted prey, and (3) IR- 
sensitive neuronal terminals are biochemically distinct from visible light-absorbing retinal 
photoreceptors, non-pit skin, and brain. Finally, these results provide a strong basis for the 
continued isolation and analysis of the biochemical components responsible for highly sensitive 
uncooled IR detection. This work may ultimately allow development of new infrared imaging 
technologies that take advantage of the positive features of snake infrared detectors. 
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Introduction 

Artificial infrared image-forming devices have tremendous practical applications in the 
military, in medicine, and in industry. While artificial infrared (IR)-sensing technology has 
improved dramatically in recent years, there are many reasons to seek even greater improvements 
in this technology. Highly sensitive image-forming IR detectors are bulky, complicated (often 
necessitating frequent repair or modification), and costly to maintain. In order to function with 
reasonable sensitivity they often must be super-cooled, adding to the their bulk, cost, and potential 
failure. Boid and crotalid snakes, on the other hand, "see" spatial images of their thermal 
environments using infrared detectors that are microscopic in dimensions, self-repairing, and that 
function at normal ambient temperatures. Perhaps most importantly, snake infrared detectors are at 
least an order of magnitude more sensitive than the best artificial ones. An analysis of the 
extremely sensitive snake image-forming IR detector should provide insight for the development of 
new technologies that will result in greater sensitivity, operation at higher temperatures, and 
reductions in size and weight. 

Snakes of the families Boidae (boas and pythons) and Crotalidae (pitvipers including the 
rattlesnakes) possess highly sensitive image-forming infrared sensors. In crotalids, these IR 
detectors are located in distinct facial imaginations or pits, one each side of the face between the 
nostril and eye. Most pythons and many boas also have facial pits which form an array around the 
rim of the mouth in or between labial scales (Fig 1). Other boid snakes are also infrared-sensitive, 
but simply lack the elaborate pit organ. 

Figure 1: Head of python Morelia spilotes showing maxillary (upper jaw) and mandibular (lower jaw) pit organs. 

Both the infrared and visual systems (along with chemical and tactile cues) are involved in prey 
detection by boids and pit vipers, but prey detection and localization do not require the eyes. A 
congenitally blind rattlesnake was shown to accurately strike prey with an efficiency and precision 
comparable to sighted animals of the same species (Kardong and Mackessey, 1991). When this 
snake's pits were covered, the snake struck prey with much less frequency and accuracy, 
indicating that the infrared detectors play an important role in prey detection and localization. 

The boid infrared-receptive organ consists of a mass of IR-sensitive nerve terminals just 
under the epidermis of the skin (Fig. 2). The fibers that form these terminals originate from cells 
in the trigeminal ganglion (for review, see Molenaar, 1992), which in all vertebrates, subserves the 
senses of pressure, pain, and temperature in the face. IR information conveyed to these trigeminal 
neurons is sent on to the brainstem, and then to higher brain centers through multi-synaptic 
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connections. The projections of IR-sensitive neurons are arranged to produce a spatial 
representation within the brain of the snake's infrared environment. This spatial mapping is 
analogous to that produced by the visual projections to the brain, and in fact, these two sensory 
modalities merge in the optic tectum of the snake's brain. Thus, infrared-sensitive snakes "see" 
both visible light and infrared radiation, and these two modalities operate in precise spatial register 
within the brain (Hartline, Kass, and Loop 1978). 

Figure 2: Transmission electron micrograph of a cross-section through the pit organ of the snake Python molurus 
bivittatus. A: low power micrograph showing many IR-sensitive neuronal terminals underlying the epidermis (epi). 
Note capillary (bv). B: A single terminal (borders indicated by large arrowheads) showing the characteristic large 
numbers of mitochondria (arrows) and many electron-lucent vesicles (small arrowheads) clustered near the plasma 
membrane. 

While in the last few decades significant attention has focused upon the neuroanatomy of 
snake IR-sensing systems, absolutely nothing is known about the mechanisms involved in 
converting an IR stimulus into an electrochemical neural signal. Therefore, I have undertaken a 
detailed analysis of the transduction mechanism operating in the IR receptor terminal. These 
receptor terminals are massed within the membranes of easily recognized facial pits, and are easily 
removed for study. IR-sensitive neuronal terminals within the pit organ are large spherical 
structures, the most characteristic feature of which is the abundance of mitochondria contained 
within them (Fig. 2). The fact that most of the cytoplasmic space is filled with mitochondria 
suggests that they play a fundamental role in IR signal transduction. One report suggested that 
they play a primary role in signaling because they change configuration in response to infrared 
stimulation (Meszler, 1970). Experiments using physiologically-relevant stimuli in my laboratory, 
however, indicate that these earlier observations are an artifact produced by high intensity laser 
stimulation of the pit organ. Even so, the abundance of mitochondria indicates that they either play 
a primary role in signaling, or that that perform some secondary function such as providing energy 
for the biochemical signaling machinery. If mitochondria are a fundamental component of IR 
signaling, they may have unique biochemical or functional properties. Likewise, the terminal as a 
whole may have a biochemical makeup unique among sensory nerve endings. 

The spectral sensitivity of the pit organ is also unknown. Previous experiments have employed 
a variety of stimulating devices including the human hand(Bullock and Diecke,1956; Terashima 
and Goris, 1975), visible light sources (Terashima, Goris, and Katsuki 1968), and lasers of 
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various wavelengths and intensities (DeCock Buning, Terashima, and Goris, 1981a,b; Harris and 
Gamow, 1971; Terashima and Goris, 1977). The intensities of many of these sources were far 
above anything normally encountered by this sensory system. There has been no systematic effort 
made to determine either the spectral sensitivity of the pit organ or the spectral transmission of the 
tissues overlying the receptor terminals. In fact, my observations indicate that the surface of the pit 
organ has a structure unique to the pit. This observation suggests that the pit surface may act as a 
spectral filter or an anti-reflective coating. . 

The results reported here show that the infrared-sensitive pit organ is a highly specialized 
and well-organized cellular infrared detector. We found that the surface of the pit organ has a very 
unusual arrangement; the only other similar surface structures found were that on the spectacle 
covering the eye and on interscale skin (although there are significant differences between these 
and the pit surfaces). The highly ordered arrangement of the pit organ surface suggests that it may 
act as a spectral filter, functioning like a grating monochromator. Alternatively, this surface 
structure which overlies the receptor terminals may function as an antireflective coating. We also 
show that the pit organ has unusual spectral absorption/reflectance properties. Our results indicate 
that the pit organ may be "tuned" to a particular region of the electromagnetic spectrum, that 
between 8 and 12|im wavelength. Finally, we have begun a biochemical fractionation of the pit 
organ that will help elucidate the roles of several candidate biochemical components of the IR 
signaling cascade, and will help identify other components of the IR signal transduction system. 
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Methods 

A. Animals and Tissue Preparation 
Boid snakes (family including boas and pythons) were chosen for this work because they 

possess one of the two most sensitive and highly organized system of image-forming biological 
infrared detectors known. The species used in this study were Burmese python (Python molurus 
bivittatus), ball python (Python regius), and others. Young (approximately 3-month old) snakes 
were housed individually in ventilated plastic cages containing newspaper substrate. Room 
temperature was maintained at 82°F, and a heat gradient was provided by directing a ceramic 
radiant heat source at one end of cages. Animals were fed a diet of freshly-killed laboratory mice 
once per week. Water was available ad libitum. 

All snakes were anesthetized prior to removal of tissues, and no snakes used for tissue 
preparation were allowed to recover from anesthesia. In other cases (infrared imaging 
experiments), snakes were anesthetized and allowed to recover; these snakes received no painful or 
invasive procedures. Snakes were anesthetized with 100mg/kg ketamine HC1 (subcutaneous) 
using an 22 gauge hypodermic needle, after having raised body temperature to approximately 
30°C. Under deep anesthesia, snakes were decapitated, and tissues (IR-sensing pits, brain, 
trigeminal ganglia, retinae, and skin) were surgically removed. After tissue removal, animals were 
either be overdosed with ketamine or perfused transcardially with fixative, after which other tissues 
were removed for future research (beyond the scope of this report). 

In addition, samples of naturally shed epidermal skin were used for surface imaging 
studies. These samples required no manipulation of animals. Shed skin samples were obtained 
from Boa constrictor (boa constrictor), Epicrates cenchria (rainbow boa), Lampropeltis alterna 
(gray-banded kingsnake), Morelia spilotes (carpet python), Morelia viridis (green tree python), and 
Python regius (ball python). Shed skins were dried flat in normal atmosphere and room 
temperature. 

B. Transmission and Scanning Electron Microscopy, and Atomic Force Microscopy 
(1) Scanning electron microscopy (SEM) 
Samples of living tissues (IR-sensing pit, and dorsal skin) were fixed in a mixture of 2% 

paraformaldehyde and 2% glutaraldehyde in 0. IM phosphate buffer. Samples were then rinsed in 
0.1M phosphate buffer, dehydrated through increasing concentrations of ethanol, and critical point 
dried in hexamethyldisilazine (HMDS). These samples and samples of shed skins (from IR- 
sensing pit, dorsal skin, and ocular spectacle) were prepared for scanning electron microscopy by 
mounting onto aluminum specimen holders with silver. All mounted specimens were coated with 
tungsten prior to SEM. 

Under the conditions tested, the surface structure of shed skin samples faithfully 
represented the surface structure of intact isolated tissues from the species tested. Therefore, in 
order to reduce the number of animals killed for these experiments, many analyses were performed 
on shed skin samples. Freshly shed skins were immediately flattened and air dried for storage 
prior to preparation for SEM. 

(2) Atomic force microscopy (AM) 
Atomic force microscopy was used for imaging microstructure of surface structures 

because it allows imaging of unfixed material, and therefore eliminates the potential problem of 
fixation-induced artifacts including tissue shrinkage. In addition, because AFM images are 
computer derived from numeric data, dimensions of surface structures are readily obtainable. 

Samples of shed snake skin were mounted onto metallic disks with either cyanoacrylate 
glue or with adhesive designed for AFM sample preparation. After initial trials, cyanoacrylate glue 
was the usual method, since AFM adhesive allowed significant motion in samples while collecting 
AFM images. Samples were imaged in tapping mode or contact mode, both of which produced 
detailed 3-dimensional images of surface structure. In some cases, the AFM was operated in 
lateral force or in phase contrast mode in attempts to determine biophysical characteristics of 
surface material. 
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As with SEM, AFM images produced from samples from shed skins faithfully represented 
those produced from isolated intact tissues. Therefore, in order to reduce the number of animals 
required, freshly shed, flattened and dried skins were used in many of the AFM analyses. 

C. Infrared Spectrometry and Imaging 
(1) Infrared imaging 
Snakes {Python regius and Python molurus bivittatus) were imaged using two infrared- 

sensitive cameras, one sensitive in the 3-5u.m wavelength range and the other sensitive in the 8- 
12|im wavelength range. Data was collected at 1 frame every 0.6 sec, and was stored directly on 
computer. Individual frames were selected and photographed, and photographs digitized by 
flatbed scanner. 

Large-scale images of snakes were produced by imaging with IR-transmissive lenses. 
Snakes were placed upon a background of half Krylon black and half aluminum foil, and a 
styrofoam container of liquid nitrogen used as reference. Macrovideographic images of infrared- 
sensitive pits were obtained by imaging with lenses removed from cameras, and snakes held in the 
focal plane of the collecting apparatus. In some cases, snakes were deeply anesthetized with 
intraperitoneal injection of lOOmg ketamine HC1 per mg body weight, and mounted with surgical 
tape onto a stereotactic positioning device which was in turn mounted in a thermal isolation 
chamber. This cubic chamber consisted of 5 walls lined with aluminum foil. The top (sixth wall) 
was a krylon black-painted pan filled with ice water to serve as a heat sink. With this apparatus, 
snakes were precisely positioned such that the areas of interest could be moved slowly through the 
focal plane of the camera's IR collector while recording. 

(2) Infrared spectrometry 
Shed snake skins from a Boa constrictor (boa constrictor), Python regius (ball python), 

Morelia spilotes (carpet python), Epicrates cenchria (rainbow boa), and Lampropeltis alterna (gray- 
banded kingsnake) were flattened and dried. Areas of interest were removed with scissors and 
placed in a homemade cardboard mount, which was then placed in a specimen holder. 

The infrared spectrum of each sample was measured twenty times on a fourier-transformed 
infrared spectrometer (Perkin-Elmer FTIR 1725x); these measurements were then averaged to 
produce the final data. Infrared transmission was measured over the range of 5000 to 400 
wavenumbers (2.0 um to 25 urn wavelength). All measurements were performed after a 5-minute 
equilibration time to completely purge of the sample chamber atmosphere with dry nitrogen. An 
initial back ground check was run and stored in computer memory each day. 

Python regius pits were isolated intact. Snakes were deeply anesthetized by intraperitoneal 
injection of 100mg ketamine HC1 per kg body weight. Pit organs from the maxilla (upper jaw) 
were isolated under a dissecting microscope, and stored briefly in a humidified petri dish. Clusters 
of 5 pits were then mounted onto either aluminum foil or Krylon black-painted cardboard, covered 
with Glad brand plastic wrap, and subjected to direct hemispheric reflectance infrared spectrometry 
(DHR) over the wavelength range of 2-15um. 

D. SDS-Polyacrylamide Gel Electrophoresis 
Snakes were deeply anesthetized by intraperitoneal injection of 100mg ketamine HC1 per kg 

body weight. Maxillary pit organs, retinae, brains, and skin samples were surgically isolated and 
homogenized in lysis buffer consisting of 2.0% Triton X-100 in a 0.1M aqueous solution of 
sodium phosphate. Samples were mixed with 4x sample buffer and applied to the top of a 4-10% 
gradient polyacrylamide gel. Gels were run at constant voltage, after which they were stained with 
either coomasie blue or silver. 
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Results and Discussion: 

Transmission Electron Microscopy: 
Transmission electron microscopy (TEM) performed at the University of Virginia prior to 

arriving at Wright Laboratories showed that the epidermis overlying infrared-sensitive nerve 
terminals in the Python pit organ contains numerous invaginations in its surface (Fig. 3). 

L^L-L—Cl 

Figure 3: Transmission electron micrograph of a section of epidermis (epi) overlying infrared-sensitive neuronal 
terminals of the pit organ {Python molurus bivittatus). Invaginations (arrows) were observed only in epidermis of 
the pit organ, and not in epidermis outside the pit organ. 

These invaginations were of random widths and depths. Invaginations were observed only over 
the portion of the pit containing IR-sensitive terminals, and only in the outermost layer of 
keratinized epithelium. Outside the pit organ, the outer surface of the epidermis appeared smooth. 

The appearance of surface invaginations overlying the infrared receptor terminals suggested 
that they may play a functional role in IR reception by the pit organ. However, given the method 
of tissue preparation and observation, it was unclear whether the surface invaginations were an 
artifact of tissue preparation, real but random in size, or real and regular in size. Therefore, 
scanning electron microscopy was used to image the pit organ surface in order to determine the 
planar spatial arrangement of the surface invaginations. 

Scanning Electron Microscopy: 
Scanning electron microscopy (SEM) of the surfaces of isolated infrared-sensitive pit 

organs and pit organ-derived shed skin revealed a series of very long parallel plate-like structures 
with a width of 2-3u.m (Fig. 4). These plates were joined at the long edges by interdigitating 
projections. The surface of each of the plates was covered by a regular array of "micropits" of less 
than 0.5|J,m diameter (Fig. 4). Similar observations were made using shed skins (cornified 
epidermis). 

The spectacle overlying the eye exhibited a surface structure similar to that of the pit organ. 
The surface of the spectacle was composed of a parallel array of plates, each covered by micropits 
(Fig 4). Here, though, the width of the plates and the diameter of the micropits are both less than 
those of micropits in the pit organ. In addition, micropits on the spectacle appear less regular in 
arrangement than those in the pit organ. 

Microstructure of the pit organ and spectacle differ markedly from the microstructure of 
scales elsewhere on the snake's body. Python scales, for example, are covered by parallel rows of 
short parallel ridges (Fig. 4). Boa scales are similar, covered by very long parallel strands (see 
Fig. 9). Micropits were observed outside the pit and spectacle, however. Interscale skin, the 
epidermis occupying space between adjacent scales, was composed of large faceted "lumps" 
approximately 15(im in diameter, each of which was covered by micropits (Fig. 5). 
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Figure 4: SEM of surface of python pit organ (A, B), spectacle (C), and dorsal skin (D). Note the parallel plate- 
like structures on pit and spectacle, and associated micropits. Dorsal skin has neither. Scale: A, 12|Am; B,C,D 3(0.m. 

Figure 5: SEM of the surface of python dorsal interscale skin. A: lower magnification showing large faceted 
lumps; scale = 12(im. B: higher magnification showing micropits; scale = 3[im. 
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Atomic Force Microscopy: 
AFM images of snake samples revealed structure essentially identical to that seen by SEM. 

IR-sensing pit samples exhibited an array of surface plates each covered with an array of micropits 
(Figs. 6-9). The spectacle was also covered by plates containing micropits, but the plates on the 
spectacle were longer and more narrow than those from the pit, and the micropits were smaller in 
both diameter and depth than those from the pit. We are investigating new approaches with AFM, 
including lateral force microscopy to determine factional coefficients of sample surfaces (Fig.). 
We are also using AFM to determine the distribution of hydrophilicity and/or hydrophobicity of 
surface structures, and are producing chemically-modified AFM probes for investigating the 
distribution of specific chemical residues in our samples. Finally, we are investigating the use of 
fluid-phase AFM in order to image single living IR-sensitive neurons in culture with the goal of 
detecting changes in response to IR illumination. These studies constitute part of an ongoing 
collaborative research effort between myself and Wright Laboratories. 

Figure 6: AFM images of python pit surface, note the parallel plate-like structures in A, and the numerous 
invaginations ("micropits") in the surface of each plate. Scale bar = 5|im in A, and 2\im in B. 

Figure 7: A: AFM topographic image of python (Morelia spilotes) non-pit skin surface.  Note parallel rows of 
parallel ridges or cylinders and lack of plates and micropits. Scale bar = 2|im. B: AFM lateral force image of same 
sample showing frictional coefficients of surface features. Note the significant variation in frictional coefficients 
across individual ridges or cylinders suggesting complex chemistry or microstructure. Scale same as in A. 
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The presence of micropits on both the pit organ and spectacle surfaces suggests that they 
function in delivery of electromagnetic radiation to their respective receptors. The difference in size 
and spatial arrangement of the micropits and dimensions of underlying plates on the two surfaces 
may be related to different spectral sensitivities of the two organs. In both cases, the structure of 
the micropits and their plates may serve to limit spectral transmission to the receptive neurons or 
may act as an antireflective coating. The differences in dimensions may impose different spectral 
characteristics on the two tissues. The presence of the micropits on interscale skin may also 
function in spectral filtering or antireflectivity. In the normal relaxed resting and active positions of 
warm snakes, very little or no interscale skin is exposed. However, snakes are ectothermic 
animals, and when cold, typically bask in a coiled position, thus exposing interscale skin. 
Interscale skin is also exposed when snakes feed, typically on large prey items that are swallowed 
intact. In both cases, the animals seek to raise body temperature in order to raise metabolic rate. 
An antireflective or spectral filtering role of the micropits could serve to increase transmission or 
absorption of radiant energy in pit organ, eye, and interscale skin. The different dimensions of the 
microstructures of the different tissue may impart unique spectral characteristics to each tissue. 

Figure 8: Angular view of surface of non-pit skin from the python Morelia spilotes. Note the parallel rows of 
parallel ridges or cylinders. Scale: 10 x 10u.m. 

In order to test whether pit organs, spectacle, and non-pit/non-spectacle epidermis exhibit 
different spectral properties, I investigated their spectral reflection, transmission, and absorption 
properties by infrared spectrometry and infrared imaging. 
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Figure 9: A: Low-power micrograph of the surface of a labial scale of Boa constrictor showing the large parallel 
plates covered by an array of micropits. The linear structure running from lower center to upper right is a scratch in 
the surface of the material. Scale bar = 5um. B: High magnification image of labial scale of Boa constrictor 
showing regular arrangement of micropits. Scale bar = lum.   C: Non-pit skin of Boa constrictor, not the parallel 
array of filament-like structures and lack of plates and micropits. Scale bar = 5um. 

Infrared Imaging: 
Infrared video imaging was used in an initial attempt to determine the spectral 

reflection/absorption/transmission properties of snake tissues. Infrared imaging was performed 
using two IR-sensitive digital video cameras, one sensitive in the range of 3-5um, and the other 
sensitive in the 8-12|im range. Images were fed directly to computer for analysis. All images 
collected were from live intact animals. In some cases, snakes were held with their pits at the focal 
plane of the cameras with lenses removed. In other cases, anesthetized snakes were mounted to a 
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stereotactic positioning device within an IR-shielded chamber. In both of these cases, lenses were 
removed in order to obtain images of IR-sensitive pit organs at high magnification. Snakes were 
also imaged with lenses mounted in order to determine reflectance properties over larger areas of 
the animal. 

Imaging of pythons (in this case Python regius) with lenses mounted showed that the 
snake's rostrum, from the eyes forward to the edge of the upper jaw, exhibited much lower 
infrared emission and reflection than any other part of the body. While it was impossible to 
accurately determine the absolute temperatures of different parts of the snake's body (the emissivity 
was unknown), it was apparent that the rostrum was greater than 0.5°C cooler than any other part 
of the snake. It is also possible that the emissivity of the snake's rostrum is significantly lower 
than elsewhere on the body. 

Imaging snakes with lenses removed from the cameras allowed magnification of the pit 
organs, and use of the stereotactic positioning device allowed precise control of the spatial 
relationship of the pit organs to the cameras' IR detectors. Viewed with either of the two cameras, 
the IR-sensitive pits appeared "darker" than surrounding tissue. That is, the pits themselves 
exhibited a greater IR absorption or lower emissivity than surrounding tissue. This effect was 
greater when viewed with the 8-12(j,m camera, indicating that the pits are IR absorptive, and that 
they preferentially absorb in the 8-12(im range. 

In initial trials, discreet areas of the mandible and maxilla outside the pits also appeared 
"darker" in the IR images. However, rotating the specimen in an arc relative to the camera showed 
that these "dark" areas were in fact specular highlights caused by reflection of the camera's cooling 
system off the surface of the scale. Further tests showed that this effect could be produced by 
scales on any part of the snake's body. In order to determine whether the response seen within the 
pit was indeed greater absorption or lower emission, a warm probe (approximately 2°C above 
ambient temperature) was passed between the camera and the specimen. When the probe passed 
between the camera and scale material adjacent to the pit organ, a distinct reflection of the probe off 
the scale surface was observed. No such reflections were observed when the probe was passed 
between the pit organ and the camera, indicating that the difference in signal between pit and non- 
pit areas is due at least in part to greater IR absorption within the pit than by surrounding tissues. 

Infrared Spectrometry 
Fourier-transformed infrared spectrometry was performed in order to determine the infrared 

transmission spectrum of intact pit samples and samples of epidermis. Spectrometry was 
performed over the range of 2-25um wavelength. The outer layer of the epidermis overlies the 
infrared receptors, so its optical properties must influence the spectral properties of incident 
radiation reaching the infrared receptor nerve terminals. Since this layer of skin is periodically 
shed intact from the snake, and since the structure of these shed epidermal layers faithfully 
represents the structure in the intact living animal, we investigated the optical properties of shed 
skin samples. Because the structure of the outer surface of the shed skin is markedly different 
from that of the inner surface, we measured the infrared transmission of shed skins by placing the 
radiant source on the outer surface side or on the inner surface side of the skin. Results of these 
measurements were essentially identical with all skin samples tested. Infrared-sensitive pits in 
some species of snakes {Python molurus, for example) contain large amounts of melanin pigment 
granules, whole those in other species (Python regius, for example) apparently contain no melanin. 
We therefore measured the infrared transmission in samples of pigmented vs. non-pigmented skin. 
Thus, neither pigmentation nor the direction of IR transmission altered the transmission spectral 
profiles. 

Samples of epidermis alone exhibited 3 windows of transmission, one centered at 2- 
2.5um, one at 5|im, and another at lOum. These regions are generally within windows of 
atmospheric transmission, so they represent bands of IR energy that are potentially useful for IR 
imaging. FTIR spectrometry measurements performed on isolated intact pit organs yielded little 
useful information, because the intensity of the FTIR beam burned the tissue over the timecourse 
of the measurement. 
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There were significant differences in transmission spectra between epidermal samples 
composed of a micropit-covered surface, and those not containing micropits. Since at the time I 
could not get sufficient pit material for FTIR, I isolated Boa constrictor scale epidermal material 
from interscale material (interscale epidermis is covered by an array of micropits; see Fig.5) and 
performed FTIR on each. The results of this analysis (Fig. 10) show that micropit-covered' 
material has a very different IR transmission profile than that of non-micropit-covered material. 
This result is very intriguing, and we are currently collecting epidermal samples from pit organ for 
more detailed analyses. 
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Figure 10: Infrared transmission spectra of Boa constrictor mandibular skin (intact shed epidermis, BMS), scale 
skin only (completely isolated from interscale skin, BMSC), and interscale skin (completely isolated from scale 
skin, BMIS). 

Direct hemispheric reflectance IR spectrometry (DHR) is generally used to determine 
spectra of reflectance from sample surfaces. With minor modification, DHR was used here to 
determine both reflectance and transmission (and therefore also absorbance) properties of IR- 
sensitive pit material. For reflectance measurements, tissue samples were mounted on Krylon 
black-painted supports. These supports are completely absorbent over the range of 2-15um (the 
spectral range used here). Thus, any radiation not reflected was absorbed by the support. For 
transmission measurements, samples were mounted on polished aluminum foil supports. Energy 
neither reflected nor absorbed by the tissue was reflected off the support to the detector. 
Obviously, absorption occurring under these conditions is the result of 2 passes through the 
sample. 
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Figure 11: Direct hemispheric reflectance analysis of intact isolated pit organ from Python regius. Krylon: 
control measurement of Krylon flat black (highly absorptive). Al: control measurement of aluminum foil (highly 
reflective). Pit-Krylon, Pit-Al: pit organs mounted on Krylon support and aluminum foil support, respectively. 
All samples tested with polypropylene film overlay which produces wavy appearance of low reflectance traces. 

Biochemistry 
In a comparison of pit organ and retina, I localized opsins (the protein portion of the retinal 

photoreceptor photopigments) to photoreceptors of the retina (Table 1). I used 5 different anti- 
opsin antisera and found that different classes of retinal photoreceptors react with different antisera 
(as expected). However, none of these anti-opsin antisera labeled the IR-sensitive terminals in the 
pit (Table 1). This data shows that the IR receptor entity is very unlikely to be an opsin-like 
molecule. This answers a major question regarding the relationship between these two 
electromagnetic receptors, showing that they are biochemically very distinct, and that if IR 
sensitivity is photonic, the receptive molecule is probably unlike known retinal photopigments. 

While the pit IR terminals contain no opsin, I have discovered other proteins in these 
terminals (Table 1). One of these, phosducin, regulates of transduction in photoreceptors, and 
analogous proteins have been discovered in other cells. The discovery of this regulatory protein in 
the IR terminals identifies another potential component of the IR transduction apparatus. 

Assuming that calcium is probably involved in IR transduction at some level (it is involved 
in all other sensory systems), I applied a similar approach using antisera against calcium-binding 
proteins (Table 1, Fig. 12). I found several calcium-binding proteins in the retina (among them 
calretinin and calbindin), and others in IR receptors (calmodulin and S-100). Those found in 
photoreceptors are not found in IR receptors, and those in IR receptors do not exist in 
photoreceptors. This data, together with that showing the distribution of opsin immunoreactivity, 
shows that IR receptors are biochemically distinct from photoreceptors. From a functional point of 
view, the calcium-binding proteins found in IR receptors of the pit organ are calcium-regulated 
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Table 1: Immunohistochemical comparison of retinal photoreceptors and pit organ infrared-receptive neuronal 
terminals in Python molurus bivittatus. 

Antiserum Specificity Immunoreactivitv 

photoreceptor proteins 
CERN-858 
CERN-874 
CERN-906 

rod opsin 
cone opsin 
rod and cone opsin 

retinal photoreceptors 
retinal photoreceptors 
some retinal photoreceptors 

COS-1 cone opsin none 
OS-2 
CERN-911 
Phosducin 
S-antigen 

rod opsin 
phototransduction 
phosducin 
retinal s-antigen 

all retinal photoreceptors 
photoreceptors, IR terminals 
photoreceptors, IR terminals 
retinal photoreceptors 

calcium-binding proteins 
Calbindin calbindin inner retinal cells 
Calretinin 
Calmodulin 

calretinin 
calmodulin 

retinal photoreceptors 
IR terminals, inner retina 

S-100 S-100 IR terminals, inner retina 

Figure 12: Immunolocalization of calmodulin in neuronal terminals (arrows) of the infrared-sensitive pit organ of 
Python molurus bivittatus. Note that relatively few terminals are stained, suggesting functionally different classes 
of IR receptor cells. Asterisks: capillaries 

proteins. That is, binding of calcium to these proteins causes them to change their functional 
activity. These proteins therefore are likely components of the IR transduction cascade. They may 
function by transducing the IR signal into an electrochemical signal through which neurons 
communicate, or they may be involved in regulating the sensitivity of the IR receptors or their 
recovery after stimulation. The calcium-binding proteins found in the retinal photoreceptors are not 
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calcium-regulated proteins, but rather calcium-sequestering proteins (that is, they actively regulate 
calcium concentration in the cellular cytoplasm). 

There has never been any hint that, like retinal photoreceptors, there may be different 
functional classes of infrared receptor cells in the pit organ. My immunohistochemical results, 
however, argue that this may in fact be the case. While immunoreactivity for mitochondrial inner 
membrane proteins occurs in apparently all pit organ neuronal terminals, calcium-binding protein 
immunoreactivity in the pit organ occurs only in a subpopulation of neuronal terminals (Fig. 12). 
These results indicate that there are biochemically, and perhaps functionally, distinct classes of 
infrared receptor cell in the Python pit organ. 

The discovery of these proteins in IR-sensitive nerve terminals, and the suggestion that 
there are biochemically-distinct classes of IR receptors are completely new findings. There has 
never been any hint of the biochemistry underlying infrared detection in any natural system. As 
such, these discoveries are some of the most important in the history of the study of this system. 

The immunohistochemical studies described above were performed prior to beginning the 
Summer Faculty Research Program at the Wright Laboratory. In order to better define the 
immunohistochemically-localized localized components of the pit organ receptor neurons, we 
began immunoblotting experiments at the Wright Laboratory. These experiments involve 
extracting total protein from the pit organ, and separating proteins on an SDS~polyacrylamide gel. 
Proteins are then transferred from the gel to a nitrocellulose membrane, and this membrane is 
subjected to immunostaining. The visualized protein bands will show the number and molecular 
weights of proteins labeled by the antisera. These experiments thus far have yielded good 
separation of proteins, and we have developed useful staining procedures. We have not yet 
immunostained proteins on gels, however. These experiments comprise part of an ongoing 
collaborative research effort between myself and researchers at MLPJ, Wright Laboratory. We 
will immunostain blots using all of the antisera that have given positive results in previous 
experiments in which proteins were localized in tissue (see above). 

Initial efforts at protein identification have focused on opsin proteins because they are the 
initial step in retinal phototransduction, and calcium-binding proteins because they are involved in 
all known sensory receptors. Another ubiquitous signaling mechanism in neurons involves protein 
phosphorylation/dephosphorylation. Addition or removal of phosphate groups from proteins is 
highly regulated in neurons, and changes in state of phosphorylation regulates phosphoprotein 
activity. Thus, regulation of protein phosphorylation is a likely component of IR signal 
transduction. In addition, the results of IR spectrophotometric analyses (see above) indicate that a 
potential peak of absorption by the IR receptors is centered on 10|im, the maximal emission of 
snake target prey. This is particularly interesting in that phosphate groups maximally absorb at 
10(im. Thus, changing in protein phosphate content is not only a potential regulatory mechanism, 
but the phosphate groups themselves may be the absorptive entity. Therefore, we have begun 
isolating phosphoproteins from the pit organ. Initial attempts were made with immunoaffinity 
matrices. These matrices were composed of beads to which were linked antibodies directed against 
phosphorylated amino acids normally found in phosphoproteins (phosphoserine, -threonine, and - 
tyrosine). We have also used an iron affinity matrix which binds phosphoproteins. Samples 
applied to these matrices leave phosphoproteins bound, after which they are eluted by changing 
buffer chemistry. Coupling this approach with gel electrophoresis, we have isolated 
phosphoproteins from the pit organ. We will compare the phosphoproteins isolated from pit organ 
to those isolated from retina, non-pit skin, trigeminal ganglion, and brain. This approach will 
identify phosphoproteins unique to the pit organ, and may also identify phosphoproteins used in 
signal transduction in similar sensory systems. These experiments comprise part of an ongoing 
collaborative research effort between myself and researchers at MLPJ, Wright Laboratory. 

This immunohistochemical approach, while very productive, is limited by the fact that we 
can only search for known components of other signaling systems. The search for 
phosphoproteins does not have this limitation, but is limited to proteins regulated by 
phosphorylation. In an effort to expand our search to any and all protein signaling components 
used in signal transduction by pit organ receptor neurons, we have begun generating cDNA 
libraries for use in a variety of experiments, most notable subtraction hybridization. We are 
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collecting samples of pit organ, trigeminal ganglia (location of the cell bodies sending receptor 
terminals to the pit organ), retina, and skin. These samples are rapidly frozen in liquid nitrogen, 
total RNA extracted, and poly-A RNA isolated. cDNA (copy DNA) is then produced using poly-A 
RNA as template. The cDNA library produced should contain coding sequences for all proteins 
synthesized in the tissue from which the library was made. We are in the process of collecting 
tissue samples for library preparation (some tissues such as trigeminal ganglia are extremely small, 
requiring large numbers of animals to be sacrificed over time; to maximize productivity from each 
animal, we are collecting tissue samples from animals used for other experiments). After cDNA 
libraries are prepared, we will begin the process of subtraction hybridization which will quickly 
and efficiently isolate cDNA fragments that are unique to the pit organ. We are comparing pit 
organ to non-pit skin because the IR-receptive terminals are located within the dermis of the skin. 
We are comparing pit organ to retina because both are image-forming radiant energy detectors. 
These experiments represent an ongoing collaboration between myself and researchers at MLPJ, 
Wright Laboratory. 

Conclusions: 
The results described in this report are completely new findings on a novel and essentially 

unexplored sensory system. The infrared imaging capabilities of boid and crotalid snakes have 
many significant advantages over other natural IR sensors, and over current artificial infrared 
detection devices. The work described herein was approached from three standpoints: (1) 
identification of structural features of the IR sensing organ that contribute to its optical properties, 
(2) investigation of the IR transmission and absorption properties of the organ, and (3) 
biochemistry of the transduction process. The surface structure of the pit organ contributes to the 
transmissive, absorptive and reflective properties of the pit organ. IR spectrometric and imaging 
studies support this conclusion, and indicate that both atmospheric IR transmission windows (3- 
5|im and 8-12um) are probably particularly important to IR sensitivity: The results of the IR 
spectrometric and imaging studies, together with biochemical analyses suggest that lOum radiation 
may be particularly important. We hypothesize that protein phosphorylation may be an important 
component of infrared reception, and that phosphate itself, which absorbs at lOuxn, may be the 
receptive entity. The results of biochemical studies have also identified several other probably 
proteinaceous components of the IR signal transduction cascade. The results of these 
investigations provide the foundation for ongoing collaborative studies between myself and 
researchers at Wright Laboratories. 
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Appendix I: Presentations by Michael S. Grace, Ph.D. during Summer Faculty Research 
Program at Wright-Patterson AFB: 

1. Materials Lab WUD (Work Unit Directive) talk: Mechanisms of Infrared Detection 
by Snakes, 30 June, 1997 

2. MLPJ (laser Hardened Materials Branch) snake group meeting talk: Progress Report: 
Biomimetic Infrared Sensing Technology Initiative, WL/MLPJ, Summer 1997, 2 July 
1997 

3. Wright Laboratories Education Outreach (summer high school teacher apprentice program) talk: 
Snake Pit! An extremely Sensitive Natural Infrared Detector, 16 July, 1997 

4. Research Seminar (base-wide and off-base invitation): Structure and Function of an Extremely 
Sensitive Image-Forming Biological Infrared Detector, 17 July, 1997 

Appendix II: Publications resulting from the work described in this report: 

1. Biochemistry of Snake Infrared "Vision", Michael S. Grace; submitted to Nature 

2. Retinal photoreceptors and pit organ infrared receptors in Python are biochemically distinct. 
Soc. Neurosci. Abstr. 1997 

3. Characterization of snake proteins involved in infrared sensing, Morley O. Stone* 1, Thomas M. 
Cooper, Drew Rolph, Don Church, and Michael Grace; abstract submitted to Biosensors 
98 

4. Surface Structure and Optical Properties of the Infrared-Sensitive Pit Organ in Boid Snakes, 
M.S. Grace, A. Campbell, T.M. Cooper, R. Crane, and D.R. Church; abstract submitted 
to Biosensors 98 

5. Biochemistry and Infrared Spectrophotometry of a Highly-Sensitive Image-Forming Infrared 
Detector in the Snake Python, M.S. Grace, D.R. Church, T.M. Cooper, M. Stone, C. 
Kelley, and W. Lynn; abstract submitted to Biosensors 98 

6. In preparation for peer-reviewed journals: 
(a) Surface structure of pit organ and non-pit organ epidermis in Biod snakes. To be 
submitted to Journal of Ultrastructural Research. 

(b) Retinal photoreceptors and pit organ infrared receptors in Python are biochemically 
distinct. To be submitted to the Journal of Comparative Neurology. 

(c) Infrared spectrometric analyses of Python pit organ. To be submitted to ?. 
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29-20 



INDICIAL RESPONSE MODEL FOR ROLL ANGLE AND ROLL 
RATE EFFECTS ON A 65-DEGREE DELTA WING 

Gary M. Graham 
Associate Professor 

Department of Mechanical Engineering 

Ohio University 
255 Stocker 

Athens, OH 45701 

Final Report for: 
Summer Faculty Research Program 

Wri ght Laboratories 

Sponsored by: 
Air Force Office of Scientific Research 

Boiling Air Force Base, DC 

and 

Wright Laboratories 

August 1997 

30-1 



Indicia! Response Model for Roll Angle and Roll Rate Effects 
on a Delta Wing during Forced Roll Oscillations 

G. M. Graham 
Ohio University 

Athens, OH 45701 

Abstract 

This paper describes an indicial response model for predicting the rolling moment on a 65° delta wing experiencing 

harmonic oscillations in body-axis roll at moderate to high rates. The model is formulated in the aeroballistic 

coordinate system and comprises two convolution integrals with one integral accounting for variations in roll angle 

and a second integral accounting for variations in roll rate. The model is semi-empirical in that the indicial 

responses are computed from experimental wind tunnel data using an optimization method. The model is extended 

to a nonlinear model which accounts for static nonlinearities. The nonlinear model is used to predict the moment 

for both harmonic rolling motions and ramp motions. 
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Indicial Response Model for Roll Angle and Roll Rate Effects 
on a Delta Wing during Forced Roll Oscillations 

G. M. Graham 

Nomenclature 

b    = semispan (ss) = 0.95 ft. 

Cam= apparent mass coefficient (ss/rad) 

Cj  = rolling moment 

Cjx = roll angle "stiffness" derivative or static roll angle slope (1/rad) 

Cjp = roll rate "damping" derivative or static roll rate slope (ss/rad) 

Iji  = indicial response due to roll angle 

IjD = indicial response due to roll rate 

p    = roll rate (rad/ss) 

Utxp freestream velocity = 330 ft/sec 

<j)    = roll angle 

a    = pitch angle = 30° 

xc   = indicial response time constant 

a»    = oscillation frequency 

superscripts 

e     = experimental parameter 

I     = indicial model parameter 

P    = potential flow component 

V   = vortical component 

Introduction 

Background 

The ability to predict the aerodynamic loading on an aircraft experiencing highly unsteady motion has been an 

active research topic for the past several years. Recently, Goman et al. [1] have proposed a state space model 

wherein the internal variable is vortex breakdown position for predicting the rolling moment on a delta wing. In the 

Goman model the rolling moment is computed as the solution to a first order differential equation in which the 

motion input (roll angle) is lagged in time in an attempt to simulate experimentally observed dynamic effects on the 

unsteady loading. Huang and Hanff [2] have used a delta wing surface pressure model in combination with 

experimentally measured vortex breakdown position to define regions on the wing surface which can be modeled 

using a leading edge suction analogy approach for regions in front of the breakdown position and an assumed 

exponential decay of pressure for regions aft of the breakdown position. 

Tobak et al. [3] have developed a nonlinear indicial response model fro the aerodynamic loading which can 
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account for both static nonlinearities as well as motion history effects on the flowfield. The indicial response is by 

definition the loading response to a step change in a motion parameter, such as angle of attack or roll angle, as the 

step height approaches zero. In addition, the NIR model has been extended to account for the possibility of critical 

states at which solution bifurcations may exist [4,5]. Etkin [6] has formulated the aircraft equations of motion 

using a linear form of the indicial method. 

Recent wind tunnel data acquired at the Air Force SARL facility have provided a large amount of force and 

moment data on a 65° delta wing over a wide range of flight conditions [7]. This paper describes a semi-empirical 

indicial response model for predicting the rolling moment on a delta wing undergoing harmonic roll oscillations 

wherein the SARL data are used to compute the indicial responses. These indicial responses may then be integrated 

using a superposition integral to compute the time varying rolling moment for a specified motion. 

For analyzing the SARL data of Reference [7] it is convenient to describe the wing motion in the aeroballistic 

coordinate system. Jenkins [8] has shown that in this coordinate system "single degree of freedom roll motions in 

wind tunnel experiments must be seen as the superposition of two characteristic motions." For a single degree of 

freedom rolling motion (when viewed in the aeroballistic coordinate system) these characteristic motions correspond 

to variations in roll angle, <j) (designated^ in References [3,8]) which are due to pure translation, and body-axis roll 

pate, p, corresponding to pure rotation. Therefore, any mathematical representation of the aerodynamic loading 

should account for both effects. The situation is analogous to the pitch-plane case in which single degree of 

freedom rotations produce the combined effects of plunge (a) and pitch (q). In the wind tunnel ij) and p are 

kinematically related p = <j). Nevertheless, when formulating the aerodynamic response in the aeroballistic 

coordinate system, the independence of the response to each motion parameter must be acknowledged. This is 

accomplished in the present model by using a separate superposition integral for the angle and rate effects. 

Comment on the Use of Stability Derivatives 

The stability derivative approach for predicting aerodynamic forces on aircraft has been in use for many years. 

While this method is concise and may be adequate for quasisteady motions, it may introduce significant error in 

highly unsteady cases. For predicting the rolling moment coefficient due to oscillations in roll angle, Fourier 

analysis of small-amplitude harmonic data yields an in-phase linear roll angle or "stiffness" derivative and an out-of- 

phase linear roll rate or "damping" derivative. Alternatively, the stiffness derivative may be computed from static 

data. The rolling moment is formulated as 

Ci(t) = C1
e

(()(j)(t) + C1
e
pp(t) (1) 

where C^ and Cjp may be functions of roll angle but are generally not considered to be functions of rate or 

frequency. The assumption contained in Eq. (1) is that the aerodynamic response is "fast" compared to the motion 

rate. 

The above aerodynamic derivatives have been computed from harmonic data acquired at five nondimensional 

frequencies (cob/U^) and are shown in Figures la and lb (square symbols). The harmonic data were acquired at a 

constant pitch angle of 30° , 0° roll angle offset, and an amplitude of 2°. In relation to the stability derivative 
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approach, it is important to note the variation in these derivatives with frequency. An illustration of the importance 

of the frequency dependence may be seen in Figure 2a which shows experimental roll moment data for a 

nondimensional frequency of 0.04. Also shown is a prediction of the moment using Eq. (1) wherein Cu> has been 

measured from static data at <|>=0° and Cfp has been computed from harmonic data at the same frequency. The 

agreement between the experiment and Eq. (1) is poor. Figure 2b shows a similar calculation wherein Cu and Cfp 

have both been computed fromharmonic data acquired at a reduced frequency of 0.14. The agreement is again poor. 

From the foregoing it can be concluded that the stability derivative approach, whether based on static or dynamic 

tests, does not provide the required sensitivity to rate (frequency) effects and a model which contains more of the 

physics of the flow, such as noninstantaneous response times, is needed. It is possible to add higher order terms to 

Eq. (1), however, this will introduce additional (and possibly unstable) roots into the vehicle's characteristic equation. 

Mathematical Model 

Indicial Response Model 

The superposition integral method for describing the response of linear systems has been applied in many 

branches of engineering. This approach is based on the superposition of indicial responses which by definition is the 

response of the system to a step input in a boundary condition such as angle of attack or roll angle. Of particular 

interest to the flight mechanist is the method of Reference [3] wherein the superposition integral is extended to 

accommodate the occurrence of a nonlinear indicial response (NIR) which may include static nonlinearities and 

motion history effects on the fiowfield. 

Following Reference [3], for a delta wing experiencing body-axis roll at constant total pitch angle, the full 

nonlinear form of the superposition integral for the rolling moment (formulated in the aeroballistic coordinate 

system [8]) is 

Q(t) = CIo+J    I1<t)[<j,(|),p(|);t,x]^-dT+   J    Ilp[<K?),p(i);t,T]^-dx (2) 

where <j> is the roll angle, p is the roll rate, and it is understood that § and p are independent motion parameters. 

Variations in <|> are due to translational motion only and it is defined by: tan<j> = v/w, where v and w are the y and z 

components of velocity measured in the body-fixed coordinate system. Variations in rate p are due to pure rotation 

about the body-fixed x axis. 

In Eq. (2), 1^ is the aerodynamic roll angle NIR which is defined as the moment response to a step change in (j) 

by translation while p is held constant, and Ij is the NIR to a step change in p while if» is held constant (see 

Reference [8]). The notation of Eq. (2) is intended to indicate that both NERs are functionals of the motion history 

described by <j> (|) andp(|). For motions which are analytic the NIR can be written as a function of the motion 

parameters and their time derivatives (tyT),§(x),...,p(%),p(%),...), and elapsed time (t-x) from step onset. 

Assuming the NIR to be dependent only on <|>(T), p(x), and elapsed time, Eq. (2) simplifies to 

Q(t) = Cl0+|    Il^(<KT),p(T),t-T)^-dT+j    Ilp(<KT),p(T),t-T) 
dx 
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where the indicial responses remain nonlinear since they depend on the motion; although in a simplified way. The 

linearized form of Eq. (2) is 

Q(t) = Cl0 + J    I1(|)(t-T) ^_dx +  I   Ilp(t-T) ^-dx (4) 

where the indicial responses are functions of elapsed time only. Although linear, Eq. (4) retains the capability of 

predicting significant lags in the rolling moment response. This paper describes an application of Eqs. (3) and (4) 

wherein the wind tunnel data of Reference [7] have been used to compute the indicial responses. 

As discussed below, the present approach is predicated on the existence of rolling moment data at the same mean 

angle and same amplitude, but at different frequencies.    In this paper attention is focused on the following motion 

4>(t) = <f>o - A<j>COS(cot) 

o =30° (pitch angle) () 

where A<j>=2° or 4°.  The negative sign and the use of a cosine function (as opposed to sine) in the first equation is 

arbitrary and used only for convenience since this is the form into which a data reduction program (for smoothing) 

places the data.   Rolling moment data were taken at five nondimensional frequencies (cob/Uod) of 0.02, 0.04, 0.06, 

0.08, and 0.14 at a Mach number of 0.3.   Also considered below is the case of a "ramp" motion from <t>=-4° to 

<j>=+4°. Details of the experiments can be found in Reference [7]. 

Static Data 

An important prerequisite for indicial response modeling is the existence of detailed static loading data. This is 

important for at least two reasons. First, the indicial response, whether linear or nonlinear, must approach the static 

value as time goes to infinity. Second, static data contain information on the location of critical states. Critical 

states are points where there is a change in flow topology which may cause the system to bifurcate to a new 

equilibrium solution branch[4,5]. Static data for the present delta wing are shown in Figure 3 which shows the 

slope of the rolling moment data. The slope has been computed numerically by performing a central difference on 

the static moment data. There is a significant asymmetry in the data. The reason for the asymmetry is not 

completely understood, however, it may be due to freestream asymmetry caused by a tear in one of the tunnel 

screens. Nevertheless, so long as the indicial response model is faithful to the static data the model should be valid. 

The region -4° < ijx 4° is believed to be free of critical states [5]. 

Unfortunately, there are no experimental data for the steady state dependence on roll rate which are directly 

applicable to the present study. Future static data acquired on (induced) cambered wings [9,10] or on a rotary test 

rig may be of significant value in the advancement of the indicial response parameter identification. In the induced 

camber concept an uncambered wing undergoing variations in roll rate is replaced by an equivalent static wing having 

a camber distribution which yields the same angles of attack along the leading edge. 

Form of the Indicial Response 

For applying Eq. (3) or (4), the task at hand becomes the identification of the indicial responses k   and L 

Data acquired for "slow ramp" and "ramp-and-hold" motions [11] suggest the following forms may be adequate 
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Il<t>(t) = Ci(j)(l-Ae-^c) 

Ilp(t) = Qp(l-Be-^c) ® 

where Cjx is the known local static moment curve slope (Figure 3), and the constants Cjp (steady rate slope), A, B, 

andxc are determined from the SARL data using an optimization method as described below. 

In the present work the indicial responses are considered to be the sum of an instantaneous potential flow 

contribution, and superimposed thereon a transient viscous indicial response having a finite time constant. The 

components of the indicial response are illustrated in Figure 4 for the roll angle response (h^) only, the concept 

being the same for the roll rate response (Ij ). 

The assumption of an instantaneous potential flow contribution to the indicial responses stems from two 

observations. The first is illustrated in Figure 5 which shows rolling moment data for ramp-up and ramp-down 

motions. For each curve there is an inflection point where the second derivative of the curve changes sign. For 

the static data this occurs at zero degrees roll angle. Flow visualization data indicate that, at the inflection points, 

the vortex breakdown position is approximately the same on both the right and left wings. Therefore, assuming 

that the strengths of the right and left vortices are approximately equal the vortical effects should cancel leaving only 

the potential flow contribution. Also shown on Figure 5 is the static potential flow curve obtained from the 

commercial code QUADPAN. The static potential flow results correlate well with the dynamic data at the inflection 

points. The conclusion is that there is a part of the aerodynamic response which is very fast and this corresponds 

closely to the value predicted by potential flow theory. One might intuitively expect the time scale of the potential 

flow contribution to be on the order of the convection time scale for the flow, which is known to be much smaller 

than observed lags due to vortex breakdown. The second justification for the assumption of a fast-acting potential 

flow contribution to the indicial response requires an expansion of Eq. (4) for the motion under consideration and 

will be discussed in detail later. 

Linear Indicial Response Model 

The linear indicial response model (Eq. (4)) has been applied to the case of 2° amplitude harmonic oscillations in 

body-axis roll about four different offset angles of <|>o=0°, 3°, 6.5°, and 8°. Representative results for the 0° and 8° 

cases are presented here. No attempt was made to account for the effects of critical state crossings which are known 

to exist at values of <f> near 5" and 8° [5]. In the linear model the parameters Cjx , Cjp , A, B, and xc appearing in 

the indicial responses of Eqs. (5) are assumed to be constants. The static slope Cjx is known from Figure 3 and is 

taken to be the average slope over the 2° range of the harmonic motion. As has been mentioned, there are no static 

data for the roll rate effect and, therefore, this is treated as an unknown parameter. 

Substitution of Eqs. (5) and (6) into Eq. (4) yields 

Q(t) = Cio -rCty A<|>co I   (l-Ae-(t-T)/'cc)(sinarc)dT + 

JO 

qpA<|>a>2|   (l-Be-(t-T)/Tc)(cos(0T)dx+Cam<|)(t)        (7) 
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where the last term is an instantaneous apparent mass term added to account for variations in <j> due to linear 

accelerations. The terminology "apparent mass" seems appropriate when considering that <j> is a function of the 

linear velocity in the y and z directions so that accelerations in these directions will cause <j> (and therefore Ci) to 

change. Integrating Eq. (7) and separating into in-phase (i.e. -coscot, see Eq. (5)) and out-of-phase (sincot) 

components yields 

Q(t) = Qo + CtyA$cos(cot) + CJpA(J>(osin((ot) (8) 
where 

C14, = [Ci4>(l + ©Va - A)) + QpBco^c] / (1 + ©V) (9) 
Clp = [-Q<|.ATC + Qp(l + o)V(l " B))] / (1 + co\c

2) + Cam 

In this form Cj^ and Cjp represent the indicial model counterparts to the aerodynamic "stiffness" and "damping" 

derivatives, respectfully, and are seen to be functions of frequency. Note that in Eq. (7) each integral contributes 

to both Cty and Cip. Within the context of the present model, therefore, harmonic wind tunnel data which have 

been reduced to in-phase and out-of-phase derivatives cannot be associated solely with angle and rate effects, 

respectively. The lag in both angle and rate indicial responses causes each integral to contribute both an in-phase 

and out-of-phase component. 

If the frequency is specified, and inasmuch as Cjx is known from static tests, there are five unknowns in Eqs. 

(9), namely: Clp , A, B, tc, and Cam. The optimization method known as the variable metric method [12] has been 

used to solve for these constants. The function, F, chosen to be optimized is 
N 

F = I KCiV«*) - Cf^Qp^B.-W))2 + (Cfp(o)i) - c{p(Cip,A,B,'!c,Cam;(Di))
2] = 0   (10) 

i=l 

where N is the number of frequencies tested (at a given offset roll angle), Cf^ and Cfp are the experimental 

aerodynamic derivative such as those shown in Figures la and lb for the case of zero offset, and cL and cL are 

functions of the unknown parameters indicated in parenthesis (COJ is of course known). 

Two additional equations which force the indicial responses instantaneously to the potential flow values are also 

optimized with Eq. (10) given by 

[Ctyd-AJ-Cf^O   and    [Clp(l - B) - cfp ]2= 0 (11) 

where the potential flow derivatives have been computed using the commercial code QUADPAN. Eqs. (11) are 

simply added into the summation of Eq. (10). Note from Eqs. (9), (10), and (11) that it is possible to differentiate 

the function, F, with respect to the unknown constants which is a prerequisite for implementing the variable metric 

method algorithm of Reference [12]. The variable metric method is a descent method which makes use of the 

derivatives of the optimization function with respect to the unknown parameters to locate local minima. In this 

method it is important to have good initial estimates for the unknown parameters because the function to be 

optimized may have numerous local minima. A method for determining the initial estimates in the present problem 

is described in Reference [13]. 

Eqs. (10) and (11) are solved (optimized) for q    A, B, x& and C^. Once a solution is obtained, Eqs. (11) are 
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removed and Eq. (10) is solved alone using the previous solution as an initial estimate. This is done to check the 

validity of the assumed potential flow behavior. The second solution to Eq. (10) has been found to differ by only a 

small amount from that with Eqs. (11) enforced. The results are shown in Figures la,b for the aerodynamic 

derivatives. In Figures la,b a correlation coefficient (coefficient of multiple determination) of 0.99 was computed. 

The individual contributions of the roll angle response and the roll rate response to each of the aerodynamic 

derivatives are also shown as dashed lines. Once the unknown indicial responses have been computed the rolling 

moment may be computed from Eq. (7) or (8). 

It is important to recognize the central role which the frequency dependence of the aerodynamic derivatives plays 

in the present analysis and the availability of data across a range of frequencies. Strong frequency dependence 

indicates that significant lags in the aerodynamic response are present It is the exploitation of the frequency 

dependence which permits the identification of the individual roll angle and roll rate contributions to the total 

response. 

The second justification mentioned above for the assumption that the fast-acting component of the indicial 

response corresponds to a potential flow may now be discussed. For a harmonic oscillation in roll, as the frequency 

approaches infinity it is only the instantaneous component of the indicial response (Eqs. (6)) which survives. The 

vortical lag component (see Figure 4) has an initial value of zero and will contribute nothing at infinite frequency. 

This can be seen by taking the limit of Eq. (8) as co approaches infinity. Shown in Figure la is the value of the 

slope of the steady potential flow rolling moment with respect to roll angle computed at <(> = 0° . It can be seen 

that the computed indicial model roll angle component of the stiffness derivative approaches this value as frequency 

increases. The conclusion is that the initial value of the roll angle indicial response (the first of Eqs.(6)) should be 

close to the steady potential flow value. The same observation can be made in relation to the roll rate response as 

seen in Figure lb. 

Present Model in Relation to Reference [1] 

There is a relatively straight forward comparison which can be made between the present formulation and that of 

Goman et al.[l].    Using the concept that the rolling moment may be written as the sum of a potential flow 

P        V component and a vortical component (i.e. Q = Cf + Cj  ) the vortical component of Eq. (7) can be shown to be 

can be shown to be a solution to 

Tc ^t~ + ClV = Cl^(t) + ClPP(t) (12) 

Eq. (12) is in a form which may be convenient for incorporating the above model into a control system with only 

minor departure from conventional practice [14].    In Reference [1] the rolling moment given as the solution to 

Tc  A   + C^ = C^m '%m)) (13) 

where the dot superscript indicates the time derivative of <f>, and T3 is a time constant which serves to lag the roll 

angle and is computed using a least squares fit to experimental data. Eq. (13) has no dependence on roll rate, p. 

For a single degree of freedom body-axis roll (as in the wind tunnel), the roll angle and roll rate are kinematically 
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related by p = <(), so that Eq. (12) becomes 

drv 
Xc "dT + C!V = C$W) + CipW) (i4) 

A comparison of Eqs. (13) and (14) shows that the two models will be equivalent if the rate terms satisfy 

-TSCJjf = C J (15) 

for which there would seem to be no physical basis. Furthermore, the angle and rate slope terms, Cu, and CjY , 

are both known to be positive. Therefore, in order for Eq. (15) to be satisfied T3 would have to be negative which 

would seem to contradict the physical reasoning behind the form of Eq. (13). Attempts to apply the model of 

Reference [l]have yielded a negative value for t3. It appears, therefore, that the form of Eq. (13) is insufficient for 

modeling the rate effects on the present delta wing. The authors in no way intend the above comments to be a 

criticism of the excellent work reported in Reference [1], but rather an attempt to explain the difficulties encountered 

when applying the method to the S ARL data of Reference [7]. 

Nonlinear Formulation of Indicial Response Model 

For larger amplitude motions than those considered in the above linear model there are significant nonlinearities 

in the static rolling moment (see Figure 3) curve. Experimental data have been acquired for harmonic motions 

about a 0° offset with a 4° amplitude. To account for the nonlinearity in this region the convolution integral model 

is written in nonlinear form as 

Q(t) = Q0+  I   Q(j)(<j)(T))(l-Ae-(t-^c)^dx + 

Jo dT 

QpI   (l-Be^^c^dx + Can^t) (16) 

where the variation in the static slope is now accounted for in the roll angle response integral. Because there are no 

experimental data for the steady rate slope, Cjp, the linear form of the second integral is retained. The constants A 

and B are again computed based on the assumption that the indicial responses go instantly to the potential flow 

values. 

A third order curve fit for the static slope C^ (t) has been used and is shown in Figure 3. The agreement with 

the experimental data is not excellent, however, most of the features of the static data are captured; in particular the 

points at which the slope changes sign and the strong nonlinearity between -4° < <j> < -2°. 

In the linear analysis the optimization method for solving for the indicial response parameters is based in fitting 

in and out-of-phase experimental derivatives. For the larger amplitude motions considered here, the real-time rolling 

moment data are used in the optimization routine. Four data sets for harmonic motions (<t>o=0°, A <f>=4°) atreduced 

frequencies of 0.02,0.04, 0.08, and 0.14 each having 256 data points over one cycle of motion have been optimized 

simultaneously.   The function, F, which is optimized is given by 

NFND 
F = Z Z  t CfK **> " ClK ti) ]2 = ° (17) 

j=l i=l 
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where NF is the number of frequencies, ND is the number of data points in each set, Cf are the experimental data, 

and Cj are the values predicted by Eq. (16). The linear results have been used as the initial estimates for the 

unknown parameters.   The computation time on a Silicon Graphics INDIGO workstation is near one minute. 

The optimized indicial response results have been applied to two cases. The first is a harmonic oscillation 

about 0° offset with a 4° amplitude (from which the indicial responses were obtained). In this case the integration of 

Eq. (16) has been performed analytically retaining only the steady state terms. The resulting expression for Oj(t) is 

quite long and is omitted here. The second motion is a ramp motion at constant rate. In this case the integration 

has been performed numerically using a trapezoidal rule. Note that in this case all transient terms must be retained 

since the system may not reach steady state over the duration of the motion. The transient effects fall naturally out 

of the numerical integration. 

Results 

Linear and Nonlinear Results for Harmonic Motions 

Harmonic motions about four offset angles of ty0 = 0°, 3°, 6.5 \ and 8° have been modeled using the linear 

model of Eq. (4). Only representative results for the 0° and 8° cases are presented here. In the linear case (2° 

amplitude), the approach has been to exploit the frequency dependence of the experimental aerodynamic derivatives to 

compute the indicial model roll angle and roll rate effects. The indicial response results are then integrated to yield 

the rolling moment prediction in real time. The optimized results for an offset angle of 0° have been shown in 

Figures la and lb where it is seen that each aerodynamic derivative has a contribution from both the roll angle 

response and the roll rate. This again illustrates the point that in-phase and out-of-phase derivatives cannot be 

attributed directly to angle and rate effects, respectively. The aerodynamic derivatives and optimized solutions for 

the 8° offset case are shown in Figures 6a and 6b where it can be seen that the optimized solution agrees well with 

the experimental values. 

The rolling moment coefficient results are shown in Figures 7a-d for the 0° offset case at five nondimensional 

frequencies of 0.02, 0.04,0.06,0.08. These results are representative of the other offset angles considered (3°, 6.5°, 

and 8°). In each figure the total rolling moment has been decomposed into the contributions of the roll angle 

response (first integral in Eq. (7)), the roll rate response (second integral), and the apparent mass contribution. The 

cross hatch on each curve indicates the simultaneous values. In each case there is relatively good agreement between 

the indicial response (ER) model and the experimental data. The present indicial response model results are in much 

better agreement than the stability derivative calculations shown in Figures 2a and 2b. It can also be seen in 

Figures 7a-d that the apparent mass effect is small. 

In the nonlinear analysis only the data at 0° offset angle have been analyzed. The rolling moment results for 

the three nondimensional frequencies of 0.02, 0.06, and 0.14 are shown in Figures 8a-c, respectively. The 

agreementis relatively good at each frequency. In order to check the validity of the results, the indicial response 

solutions at 4° amplitude have been used to predict a 2° amplitude motion at the same offset angle with acceptable 

accuracy [13]. 

Ramp Motion 
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The indicial responses computed for the nonlinear harmonic motion of the previous section have been used to 

compute the rolling moment for a ramp motion between -4° < <(> < 4°. The integration has been performed 

numerically so that all transients are retained. The results are shown in Figures 9a-c which are for nondimensional 

roll rates (based on semispan) of 0.0029,0.011, and 0.014, respectively. Also shown are the SARL data as well as 

the various components of the total analytic moment. The agreement is relatively good, however, in each case, 

particularly at the lowest roll rate, the data exhibit some unsteady behavior which is not fully predicted by the NIR 

model. The reason for this is not presently well understood. Future computations may focus on performing the 

optimization on the ramp data alone and a comparison with the present results for harmonic motion. The range of 

roll angles for the harmonic and ramp data are the same, however, the roll rate is obviously completely different for 

both motions. There may be some nonlinearity (i.e p(x) dependence in Eq. (16)) associated with this fact that is not 

accounted for in the present formulation. The authors are not aware of any purely rate dependent experimental data 

which might provide some guidance in this problem. 

Conclusion 

The present work provides a framework for practical application of indicial response modeling for an aircraft 

configuration. The formulation for the rolling moment has been performed in the aeroballistic coordinate system 

wherein roll angle and and roll rate must be treated as independent motion parameters. Consequently two 

superposition integrals are required. In the linear case (small amplitude), the frequency dependence of the 

experimental aerodynamic stiffness and damping derivatives has been used to separate the roll angle and roll rate 

effects. The indicial response model has been shown to accurately predict the rolling moment for harmonic 

oscillations in body-axis roll. The analysis has been extended to larger amplitude motions wherein static 

nonlinearities in the roll angle component are significant. There remains much yet to be learned. In particular, the 

availability of purely roll rate dependent experimental data would be valuable information in that one of the principal 

unknowns (Cjp) in the model would be quantified directly. These data may be acquired perhaps from induced 

camber models or from rotary rig tests. 

The application of indicial responses computed from harmonic data to the case of a ramp motion have displayed 

some inaccuracies which are presently not well understood. They may be attributed to the fact that the variation in 

roll rate in the respective motions are completely different Static roll rate data may also provide some information 

relevant to this problem. 
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ABSTRACT 

The design, development, and manufacture of affordable products is a major concern in both 

military and commercial production. One critical element in designing affordable products is the 

concurrent consideration of product and process cost early in the design process. This research provides 

an approach for integrating cost assessment into the product/ process design environment. The 

underlying concept is based upon the simultaneous consideration of the components of the product triad 

- form, material, and process - through the application of object-oriented technologies. This paper (1) 

provides a conceptual representation of an object-based, cost-assessment approach that supports the 

design process, (2) defines the objects, properties, hierarchies, and underlying object structure that are 

used in the approach, and (3) describes an initial view of the application environment and software that 

would be used to implement the approach as a design support system. 
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AN OBJECT-BASED APPROACH FOR INTEGRATING COST ASSESSMENT 
INTO PRODUCT/PROCESS DESIGN 

Allen G. Greenwood 

INTRODUCTION 

Defense system requirements have shifted from performance at all costs, to one of ensuring 

superiority, yet being affordable. As a result, affordability has become the primary focus of weapon 

system procurement. In fact, affordability is the driving force in today's manufacturing environment, both 

military and commercial. Affordability is defined as the balance among requirements, costs, and budgets 

and considers both product performance and cost. A technology is considered affordable if it meets the 

customer's requirements, is within the customer's budget, and has the best value among available 

alternatives ([1], p. 2) 

Design can be defined as the "process of producing a set of descriptions of an artifact that satisfy 

a set of given performance measures and constraints." ([2], p. 6). As stated above, the design of affordable 

products must concurrently consider and trade off elements of performance and cost. Therefore, in order 

to design, develop, and produce affordable products, product design and manufacturing process design, 

as well as "total" product/process cost, must be considered concurrently and early in the design phase. 

However, major barriers exist that preclude supportive cost estimating to be a key element in integrated 

product and process development (IPPD) and concurrent engineering. Those barriers include cost models 

and tools, cost data, and the costing process itself. 

Cost models and tools are disjointed, often proprietary, and not well understood by most 

designers. Traditionally, cost model drivers are often not related to product features and design variables, 

nor are they related to characteristics of manufacturing processes. Most cost models also do not 

adequately address the relationships between direct product/ process costs and indirect costs. 

Cost data are also disjointed, often proprietary, and not well understood by most designers. In 

addition, the data needed to support the design process are typically not available because legacy data 

systems do not track the information to the required level of detail and legacy data are often based on 

processes and methods that are no longer used. 

In order to develop affordable products, cost assessment must move away from the traditional 

sequential, "over-the-wall" approach and toward a concurrent engineering approach, as illustrated in 

Figure 1. The traditional approach depicted in the left panel of Figure 1, converts requirements into 

product mostly through manipulation of form and material with little consideration for producibility. 

Cost assessment is a post-design activity that may possibly feed back to design in order to spawn 

alternatives. As Yoshimura describes ([3], p. 163), "in usual design optimization, consideration is only 
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given to the improvement of the product performance ... the product manufacture and cost factors 

concerning manufacturing processes are scarcely considered." On the other hand, a concurrent 

engineering approach, as represented in the right panel of Figure 1, transforms customer requirements 

into product through the consideration of process as an integral element with form and material and cost 

assessment is at the core of the IPPD or concurrent engineering process. 

"Traditional" costing process: sequential, 
over-the-wall cost estimation 

Concurrent engineering costing process 

d> 

Figure 1: Comparison of traditional and concurrent costing processes. 

Cost estimating methodologies are generally grouped into four categories [4]: (1) judgment - use 

of expert opinion of one or more qualified experts in the area to be estimated, (2) parametric — 

mathematical expressions, often referred to as cost estimating relationships or CERs, that relate cost to 

independent cost driving variables, (3) analogy - use of actual costs from a similar existing or past 

programs with adjustments for complexity, technical or physical differences, to derive a new system 

estimate, and (4) grass roots, also referred to as "engineering build up" or "detailed estimate" are 

performed at the functional level of the Work Breakdown Structure. The object-based approach described 

in this paper supports the application of any, and all, of these methodologies as an integral part of the 

design process. 

In order for product/process cost estimating to be an effective tool in design, the aforementioned 

barriers must be broken and a totally new approach to costing is required. It is time to engineer cost 

estimating and move toward a cost "science" that provides a structured, understandable, and tractable 

process. It is necessary to investigate how cost assessment should be integrated into the IPPD process and 

leverage information technology to build effective and supportive tools. These tools must be flexible, 

robust, and adaptive in order to be able to respond to rapid changes in the design environment (forms, 
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materials, and processes) as well as be responsive ro new costing approaches (e.g. activity based costing, 

throughput accounting). Development of such an approach will both create a basis upon which to 

investigate and develop new tools and methodologies, as well as to make cost assessment an essential and 

integrated computer-aided engineering (CAE) methodology. 

This research builds upon a framework that defines the modeling and analysis progression from 

product features to an enterprise view of the production of the product and provides the foundation for 

manufacturing-oriented, design-directed cost estimating (MODDCE). The MODDCE framework, as 

shown in Figure 2, is composed of five levels that progress from a hierarchical decomposition of a 

product's features through three intermediate steps to an enterprise-level model that links product 

features with manufacturing and non-manufacturing entities throughout the enterprise. The highest or 

enterprise level provides the most comprehensive analysis capabilities for assessing the effect of changes 

in product and process design on the enterprise and the resulting effect of those changes on "total" cost. 

The progression to each level requires the completion of an activity. For example, in order to move from 

the hierarchical decomposition of a product's features to the corresponding manufacturing elements that 

create those features, requires an activity that maps or associates features with transformation elements. 

Each of the activities that link the five levels is described in [5]. 

1 

Hierarchical 
Decomposition of 

Items/Features 

^gfga tw—as 

r ~\ 
focus of current research project, 
integrating produc^process costing 
using object-based technologies," 
into the manufacturing-oriented, 

design-directed framework 1 

J 

Figure 2: MODDCE framework links product features to an enterprise view of production. 

As shown in Figure 2, this research focuses on the left-hand portion of the framework, where a 

product's design evolves, in terms of what it looks like, what it is made of, and how it will be constructed. 

This paper describes a general object-based approach for integrating product/process cost assessment as 
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early in the design phase as possible and provide a means to track changes in cost as a design evolves. It 

provides (1) conceptual definitions of the objects and object structure that comprise the cost-assessment 

approach and (2) preliminary description of the design support system that would be developed to 

implement and apply the approach. 

OBJECT-BASED APPROACH TO INTEGRATED PRODUCT/PROCESS COSTING 

As part of this project, object-based technologies were investigated in order to assess their 

applicability for facilitating the development and use of an integrated costing environment that effectively 

supports concurrent product and process design. It was found, and as demonstrated in this paper, that an 

object-based approach offers a strong promise for meeting this goal and breaking down some of the 

barriers described earlier. There is a plethora of information available on object orientation and it is 

beyond the scope of this paper to provide a comprehensive review of this literature. However, a brief 

description of the broad area of object-based technologies and general definitions are provided below. 

The sources that were reviewed as part of this project include: [2], [6], [7], [8], [9], [10], [11], [12]. 

Object orientation provides a more natural and easier means — as compared to more traditional 

systems analysis, design, programming, and database approaches - to represent and model complex 

systems from individual components. In object-oriented applications, data objects that represent real- 

world entities are often the focus; whereas, applications that employ a conventional programming 

approach are often procedure focused. Therefore, from a modeling perspective, as noted by Khoshafian 

and Abnous [8], decomposition of a system from an object-oriented perspective is more intuitive and 

involves well-defined behaviors and encapsulated algorithms; in contrast, procedure-based 

decomposition is unnatural, in most cases. 

From an object-oriented perspective, a system or process that is being modeled is represented in 

terms of multiple objects that are associated with or related to each other. In general, objects (1) contain 

information, often referred to as properties, instance variables, or attributes and (2) offer behavior to other 

objects by means of operations or methods. A set of objects with identical properties and structure is 

defined as a class. All objects are created to conform to the description of a particular class and are said to 

be instances of that class. Objects are distinguished from each other by the value of their properties; i.e. the 

representation of an instance is stored in its properties. Inheritance is an important feature of object-based 

systems. A class can inherit properties and behavior from another class or from multiple classes. That is, 

an instance of the inheriting class will obtain all of the operations and properties that are contained in 

both the inheriting and inherited classes. An underlying object-oriented database structure provides an 

effective means to integrate diverse data types and applications necessary develop complex and flexible 

systems. 
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This research uses object-based technologies to represent a design-supporting, cost-assessment 

process. It is based upon the premise that cost assessment must concurrently consider three primary 

design dimensions, or what may be referred to as the product triad —form, material, and process. That is, in 

order to adequately cost an item, one must know its form, what it is made of, and how it will be 

produced. The last element is the one that has received the least consideration in the past. However, in 

order to design and build affordable products and to make meaningful trades among alternatives, all 

three elements must be an integral part of the design process and "cost" is a natural metric to tie them 

together. While the amount and level of information available early in the design phase may be limited, 

manufacturing process still must be addressed and assumptions must be made as to how the product will 

be produced. A similar notion is put forth by Shankar and Jansson ([13], pp. 256-257) in what they refer to 

as coupling, "in concurrent engineering or DFM (design for manufacturability) strategy, the impact of 

each design decision on both functional and production requirements must be assessed. ... When this 

happens, the design is said to be coupled and the parameter is referred to as the coupling variable. ... 

Coupling as it affects manufacturability may be classified into the following categories: material-based 

coupling, process-based coupling, and configuration-based coupling." The author prefers the term "form" 

rather than "configuration." Form refers to the shape and structure of something; whereas, configuration 

is more restrictive, in that.it relates more to the arrangement of parts or interrelationships of elements. In 

the approach described in this paper, the arrangement and interrelationships of parts is considered in the 

"item structure" that is defined below. 

The proposed object-based, product-triad approach is represented conceptually in the left 

portion, panel (a), of Figure 3. The three primary design dimensions, or product triad - form, material, 

and process - are defined as objects and are represented as circles in the figure. Similarly, they are 

represented as circles in the object structure in the right-hand portion, panel (b), of Figure 3. As will be 

described in more detail later, each of the three primary objects are considered to be object hierarchies. 

Secondary objects, shown as the intersection of two primary objects in panel (a) and represented by ovals 

in the object structure in panel (b), are complex objects, in that they inherit properties from two primary 

objects. For example, the Form-Material object inherits properties from both the Form and Material 

hierarchies. Complex objects will be defined in more detail later in the paper. There is a second type of 

complex object, shown as the intersection of all three primary objects in panel (a) and the triangle in panel 

(b). This Form-Material-Process (F-M-P) object inherits properties from all three hierarchies. This object is 

especially important since it provides the basis for cost assessment; i.e. costing cannot be completed until 

the design has considered the item's form, material, and manufacturing process. It should be noted that 

an instance of the F-M-P object may result from the combination of a secondary and primary object, e.g., 

the combination of the Form-Material object and a Process object. 
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(a) (b) 

Figure 3: Conceptual representation and fundamental structure of object-based cost assessment. 

PRELIMINARY DEFINITION OF OBJECTS AND OBJECT STRUCTURE 

Examples of the three object hierarchies are provided in Figures 4, 5, and 6. These hierarchies are 

provided to illustrate fundamental concepts and demonstrate feasibility of the approach. As a result, they 

are generic and not completely defined; further research is required to refine the structure and content of 

the hierarchies, objects, and properties. This refinement will result from applying the object-based cost- 

assessment approach to specific problem domains and addressing the needs of IPTs working in those 

problem domains. It should be noted that in general, the hierarchies, objects, and their corresponding 

properties can be developed to support a "complete" design environment, including a variety of 

computer-aided engineering tools, methods, and resources, as well as detailed descriptions of 

manufacturing processes and their capabilities. However, the focus of the elements developed in this 

research is on cost assessment. As a result, only those properties, methods, etc. that are directly related to 

cost are considered. 

An example Form object hierarchy is provided in Figure 4. It illustrates a variety of ways in which 

an item's form may be considered. For example, it may be represented by a set of either two- or three- 

dimensional geometric primitives, by an indicator of complexity such as Woodwark's classification [14] of 

shape complexity, or by like items, such as aircraft structural components (skins, ribs, spars, etc.). The 

figure indicates that a cylinder is a type of three-dimensional primitive and pipes and solids are types of 

cylinders. The solid cylinder is shown to posses three properties - name, outside diameter, and length. It 

is assumed that the representation and description of an item's form does not have to be as completely 

defined in order to estimate cost, at least early in the design process, as it may for other engineering 
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applications. That is, the form does not have to be a full specification for building or testing the item, but 

only provide enough definition to identify the types of manufacturing processes necessary to produce the 

item. 
The manner in which the item's form is represented depends upon the complexity of the item 

being designed and the phase of design (e.g. conceptual, preliminary, detailed). It is expected that an 

item's form representation will evolve over time, as more design detail becomes available. An object- 

based system would facilitate tracking the design history of items. 

F1 

Form   [name 
2-D geometric primitives 
3-D geometric primitives 

cylinder   [out_dia, length 
pipe [in_dia 
solid   

I  < hole || out_dia, length 

shape complexity 
dimensional 
combinatorial 
analytical 

horizontal stabilizer torque box 
    skin 
    spar 
    ribs 
    assembly 

SKIU^C: Komi** ft Moyrkolu.-. Objtd-OrKttteJ Dätabax Mmtapemtnt. ml. p. 2<4' 

Sonrec Fondon. Rasmuason. Urn. «nd SaMk.Mmuficlumg 2005 H«tJhol. 
USAF MunTWh. 1996. .—_  

Figure 4: Form object hierarchy. 

An example material hierarchy is provided in Figure 5 and is used to illustrate the concept of 

inheritance. As shown at the root of the hierarchy, all materials have the following properties: type, 

description, density, form, and cost; however, materials such as metals and composites have different 

properties. For example, whether a material is heat treated or not is only relevant to metals; and, 

properties such as matrix, fiber type, and fiber length are only relevant to composite materials. Therefore, 

a specific material's properties will depend upon which object it is associated with in the hierarchy. 
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Instances of two materials, aluminum and polymer-matrix composites, illustrate in Figure 5, the differing 

properties; example instance property values are provided in the boxed text. 

Materials   [type, description, density, form, cost 
metals     [heat treat 

*    ferrous 
non-ferrous 
    titanium 
    aluminum 

plastics 
ceramics 
composites [matrix, fiber type, fiber length 
    metal-matrix 
    ceramic-matrix 

<Aluminum, 6U61-T6511, lb/in3, bar, $2.00/lb II No   1 

polymer matrix [cure temperature 

^Gr/bp composite, AS4/3501, Ib/in3 , fabric, $/lb. |[ hp, Or, cont.    I 

Figure 5: Material object hierarchy. 

The third object hierarchy provides a taxonomy of manufacturing processes. As shown in Figure 

6, these processes are grouped into machining, casting, forging, composites, assembly, etc. This taxonomy 

is one that would likely correspond to the structure of a company's overhead pool. As companies move 

more towards activity-based costing systems, the object-based structure provides the flexibility to 

accommodate more refined overhead assignments. An alternative structure to that in Figure 6 would be 

to group processes by their function. For example, Todd [15] groups manufacturing processes by mass, 

thermal, and chemical reduction, consolidation, deformation, thermal joining, etc. 

The choice of a manufacturing process is dictated by such considerations as: ([16], p. 1232) 

characteristics and properties of the workpiece material, shape, size, and thickness of the part, tolerances 

and surface finish requirements, functional requirements for the expected service life of the item, 

production volume (and schedule), level of automation required to meet production volume and rate, and 

costs involved in individual and combined aspects of the manufacturing operation. Many of these 

considerations are addressed when a specific Form instance and Material instance are linked with a 

Process instance to create a representation of the item being designed. Numerous guidelines are available 

on the capabilities of various manufacturing processes for producing items from different materials, 

shape characteristics, tolerance and shape characteristics, etc. Some of these guidelines are beginning to be 

incorporated into CAD software in order to provide real-time feedback to the designer. Cost guidelines 

are also available, usually on a relative basis. AU too often however, these guidelines represent general 

trends and are not related to specific processes and product features. For example, a graph in Kalpakjian 
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([16], p. 1237) illustrates the exponential relationship between toler?.r>ce and relative cost for an 

unspecified material and process (e.g. relative to a tolerance of 0.030, an item manufactured with a 

tolerance of 0.015 is twice as expensive to produce, a tolerance of 0.005 is five times the cost, and a 

tolerance of 0.001 is seventeen times the cost of the 0.030 tolerance item.) Few guidelines are available on 

the cost impact of production volume, rate, lead time, etc. These are factors that are becoming 

increasingly important to address during design when fewer new defense systems are being procured 

and there is a growing need to sustain systems that are no longer being procured. 

Processes   [name, labor $/hr, machine $/hr, o'head rate, time method 
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Figure 6: Process object hierarchy. 

It should be noted that the Process hierarchy is not limited to manufacturing processes. It may 

include such non-manufacturing entities as engineering, purchasing, etc., as well as external entities, such 

as customers and suppliers. This provides for enterprise-level costing, as defined in the MODDCE 

framework [5], where the impact of changes in product/process design on indirect entities in the 

enterprise is assessed, and conversely, the impact on changes in indirect entities on manufacturing 

processes, and hence on the product, is also assessed. 

Figure 6 also illustrates some of the capabilities of the objects in the hierarchy. Instances of the 

objects in the hierarchy provide the specific data values that describe an item and drive its cost. Property 

or attribute values may be specified for a particular instance through data-entry windows similar to the 

one shown in Figure 6. In addition to numeric and character values, methods may be specified. For 
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example, the production time for a proce*- may be defined by a formula or algorithm that, in the case of 

drilling, depends upon the depth of the hole, material, etc. These values would be instantiated when the 

Process instance is "linked" with specific Form and Material instances. In addition to computational 

methods, objects may contain a rule base to help guide design and cost assessment. In order to help 

define, describe, document, and clarify objects and their properties and methods, both still and video clip 

images, as well as textual narration, need to be a part of the object structure. 

The three object hierarchies described above are taxonomies of general information about ways to 

represent form, describe engineering materials, and characterize production processes. In the object-based 

approach developed in this paper, a particular item that is being designed is represented as a complex 

object or "collection" of instances from several different objects. A complex object is illustrated in Figure 7 

- it is referred to as a Material-Process object and is a combination of a Process object and a Material 

object. The particular Material-Process object shown in Figure 7 represents drilling aluminum; this object 

inherits all of the properties from the aluminum material object and all of the properties from the drilling 

process object. Note that had the Material-Process object been formed from a different material, e.g. a 

composite, it would have inherited different properties, i.e. only those relevant to composite materials. 

Complex objects not only inherit all of the properties from the simple objects from which they are formed, 

but contain additional properties that are associated with the particular complex object. For example, in 

the case of the Material-Process object in Figure 7, such properties as scrap rate, learning rate, etc. are 

added to the complex object and are not inherited from either simple object. This follows from the general 

notion that scrap rate is not solely attributed to material or solely attributed to process, but depends upon 

a specific material-process combination. 
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Figure 7: Material-process object. 
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\s described above and illustrated in Figure 3, a cost assessment of a particular design requires 

specification of form, material, and process. However, as shown in Figure 8, two additional elements are 

required in order to complete a cost assessment. First, the item being designed must be considered in its 

context as a part of some larger system or product, as illustrated by the item structure in Figure 8. The 

item structure primarily provides programmatic information, such as quantity, schedule, etc. These 

properties are often important factors in design since, for example, low production rate or quantity may 

preclude an item from being produced by certain processes because they would result in prohibitive costs 

and become unaffordable. Cost structure is the second element that must be combined with the Form- 

Material-Process design definition. The cost structure defines the types of cost that are addressed in the 

analysis. 

Item structure Cost structure 

O- 

p—rf-«*J 

t 

[ Item ] [Form]    +      [Process]    -|-     [Material]       |   ^m      [Cost] 

Figure 8: Cost assessment is based upon the interaction of cost structure and item structure with a 
Form-Material-Process instance. 

APPLICATION OF OBJECT-BASED COST ASSESSMENT 

This section briefly describes how the aforementioned objects tie together and how the approach, 

when developed into a computer-aided engineering tool, would be used in the design process. Figure 9 

illustrates the overall application of the object-based cost assessment approach to support 

product/process design. The process begins in the lower-left portion of the figure, where an item that is to 

be designed is defined in terms of form, material, and process. The large arrows emanating from the 

"item design" box represent the creation of an instance of an object within each of the three object 

hierarchies. Those three instances are "related" or "collected" into a single complex instance, as 

represented by three arrows that connect each hierarchy to the Form-Material-Process (F-M-P) object. The 

F-M-P object contains all of the information - in terms of property values, methods, rules, etc. - sufficient 
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to develop an estimate of the item's cost. In the example in Figure 9, the item's cost is composed of six cost 

elements. The costs for each item are linked to an item structure; this facilitates combining and rolling-up 

costs for an entire system or product. 

ITEM 
"design" 

*■- ■ :  - . 

Figure 9: Linkage between item "design" and item "cost" through an object-based structure. 

A software implementation of the object-based cost assessment approach described in this paper 

is illustrated in Figure 10. The system - referred to as OCEANS, Object-based Cost Estimation and 

Assessment for desigN Support - is shown in the context of its application environment. OCEANS, when 

developed and implemented as a software system, would provide cost assessments as an integral part of 

the design environment and would be considered a standard computer-aided engineering (CAE) tool. 

Such a system would provide a strong link between members of an IPT and the product/ process design 

environment. The system would be considered an evolving application, in that its capabilities and 

resources would continually be updated and enhanced based on lessons learned by the IPTs and through 

research projects. The system would itself be a valuable research tool and would provide a powerful 

learning environment for academe and industry. 

The primary components of the system that would implement the concepts and approach 

described in this paper are shown in the shaded OCEANS box. The F-M-P (Form-Material-Process) 

database contains instances of the object classes discussed earlier. The knowledge base contains rules, 

element descriptions, notes and annotations from past use, etc. that further define and support the 

development of relationships among the objects that are used to asses product/process cost. The system is 

composed of numerous methods, models, tools, etc. that define the behavior of objects and provide the 
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computational capability of the system. Providing effective feedback to designers and IPTs, in forms that 

are meaningful and useful to them, is critical to any system's success. Therefore, "interfaces" is defined as 

a primary element of the system. Interface includes the means for all users of the system to effectively and 

efficiently provide input to and receive output from OCEANS. As a result, a primary capability of 

OCEANS is an ability to construct "views" that represent information contained in the system to support 

a variety of specific needs. Another important capability of OCEANS is the generation of standard and ad 

hoc reports to document and support the design process. 

'   * OCEANS     ■       '•   - 
Object-based Cost Estimation and Assessment for desIgN Support 

methods, models, tools 

Design environment 

Development environment 
(evolving application) 

Figure 10: Application environment for an object-based cost assessment system. 

The final major component of the OCEANS software system is its underlying structure. An 

objected-based framework provides the needed flexibility that allows different users to represent, 

manage, and query the data, objects, methods, output, etc. to best meet their needs. That is, the system 

can easily be redefined or reconfigured to best represent a specific product, project or company 

organization, level of expertise, design requirements and considerations, etc. Similarly, the object-based 

structure accommodates increasing levels of detail as designs evolve. 

In order to effectively support the design and IPPD processes, it is imperative that the system 

facilitate and encourage communication and collaboration among member of the IPT. It must also easily 

and seamlessly link to and integrate with methods, models, and tools from other applications. This 

31-15 



capability is represented in Figure 10 by the items to the right of the OCEANS box that are linked with the 

arrow connecting OCEANS and the IPT. 

One of the strengths of the object-based approach is that as the database becomes populated with 

a variety of design alternatives, new design considerations will be able to draw upon and effectively use 

this history. As shown by the box figure below OCEANS, the object-based structure provides a means to 

track product costs and the reasons for changes in cost, as they evolve through the design process. For 

example, one possible application of OCEANS is a design-to-cost (DTC) system. Through the use of 

object-based technologies, such a system could easily be extended to track costs through production and 

operation. Reporting from this type of system would be used to refine and calibrate cost models, as well 

as provide feedback to the design process. 

Since this paper defines a basic conceptual approach to enhance the cost assessment process 

during IPPD and outlines the fundamental structure for a software implementation, the next logical step 

is to develop a prototype of an application environment that implements OCEANS. The prototype would 

demonstrate and test the preliminary concepts defined in this paper, as well as the application of object- 

based technologies to the cost-modeling domain. At this time, the best software in which to develop and 

test a prototype application is Knowledge Base Engineering's IKE (Integrated Knowledge Environment) and 

Oz (Object cZar). IKE is an integrated set of process-oriented, multimedia application development tools 

that manage data, objects, graphics, forms, and images. Oz provides capabilities to manage hierarchical 

object structures, create and maintain objects, object metrics, object collections, and object views. 

As part of the prototyping process, it is necessary to further explore the representation of the 

three design dimensions and elements of the costing process as objects. The most effective way to develop 

a prototype system is through the use of an actual case example(s). That is, represent a specific problem 

domain in an object-based context. This includes interaction between the developers of OCEANS and 

industry-based IPTs that are designing "real" products and using "real" processes. A better 

understanding of the design and IPT processes will result in an application that best meets the 

commercial and military needs to develop more affordable products. Therefore, an important next step in 

the evolution of an OCEANS system is to involve an industry partner(s) that would provide the 

knowledge and data that are necessary to further define the approach and populate the object base. One 

such potential source is the Military Products using Best Commercial Practices (MP-C/MP) Program [17], 

[18]. This project is an Industrial Base Pilot program that is jointly funded the Air Force Wright 

Laboratory, Manufacturing Technology Directorate and the C-17 System Program Office (SPO). For 

example, a prototype of OCEANS would be developed around the design and manufacture of the C-17 

horizontal stabilizer outer torque box, considering both all aluminum and mostly composite structures. A 

second possible partner is Small Business Innovation Research Engineering Companies (SBIRE) in 

Drumright, OK. SBIRE is a virtual manufacturing enterprise in Oklahoma that consists of a coalition of 
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small and high technology manufacturing organizations that have combined resources i-■ order to 

produce small quantities of re-manufactured aircraft components for DoD. The author has been involved 

with both of these projects during the 1996 and 1997 AFOSR Summer Faculty Research Programs. 

CONCLUSIONS 

This paper addresses a critical concern in today's commercial and military manufacturing 

environments - the design and manufacture of affordable products. One of the barriers to developing 

affordable products is the lack of supportive cost assessment tools that can be applied early in the design 

process, where the most cost benefit can be obtained. To effectively trade-off performance and cost, the 

designer and integrated product team must be able to address process design issues at the same time as 

they address product design issues. 

A result of the research that was conducted during the 1997 Summer Faculty Research Program 

(SFRP) is an innovative approach that specifically addresses these issues. The approach, as described in 

this paper, provides the foundation for the development of a system that permits cost estimation and 

assessment to become a computer-aided engineering tool for assessing product/process costs early in the 

design process. The approach takes a concurrent engineering costing process perspective that would 

supplant the traditional, sequential, "over-the-wall" costing process. Object-based technologies are 

proposed to provide the means to directly and simultaneously link the consideration of form and material 

in product design with the consideration of manufacturing processes. 

This research provides a conceptual representation of an object-based, cost-assessment approach 

that supports the design process, defines the objects, properties, hierarchies, and underlying object 

structure that are utilized in the approach, and describes an initial view of the application environment 

and software system that would be used to implement the approach. The next step for this research, in 

addition to further refining the objects, properties, and hierarchies, is to develop a prototype of the 

proposed system. This design support system, named OCEANS - Object-based Cost Estimation and 

Assessment for desigN Support, would best be developed through the use of actual case examples from 

industry. As a result of contacts made during the SFRP, the author is currently soliciting involvement 

from potential industry partners. 
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Abstract 

This research was designed to assist Wright Laboratory Air Base Technology 

Branch in identifying limiting factors and cost drivers for emerging technologies. By 
identifying the limiting factors and cost drivers, technology developers can better focus 
their research to find alternatives to overcome limitations or to develop more "affordable" 
solutions in these times of decreasing budgets. As part of their Air Base facilities 

research, the Air Base Technology Branch has a long, successful history of developing 
telerobotic and autonomous construction equipment for rapid runway construction and 
repair and for remediating hazardous waste and unexploded ordnance. The specific 

request for this summer research was to develop a methodology to analyze these field 

data to identify limiting factors and cost drivers that in turn could be used to focus future 
research thrusts. These field data are results of complex, multivariate problems that 
include integration of telerobotic search operations; vehicle navigation; guidance and 

control; remote communications; global positioning links; automated damage assessment; 

automated target location, identification, and recognition; end effector integration; 

commercial off-the-shelf applications; and associated computer technologies. The 
methodology prototyped, after researching many alternatives, was an application of 

Artificial Neural Networks. This paper will discuss the alternative methodologies and the 
rationale for selecting Artificial Neural Networks. Complementing this paper are two 

graduate student papers to complete this summer research project: "Cost-Based Risk 
Predictions and Identification of Project Cost Drivers Using Artificial Neural Networks" 
(Pearce 97-0415) and "Data Simulation Supporting Range Estimating for Research and 
Development Alternatives" (Williams 97-0416). 

32-2 



RANGE ESTIMATING FOR RESEARCH AND DEVELOPMENT 
ALTERNATIVES 

Rita A. Gregory 

INTRODUCTION 

This research was sponsored by the Air Force Office of Scientific Research, Boiling 

AFB, DC and the Air Force Wright Laboratory Air Base Technology Branch (WL/FIVC-OL 

Tyndall AFB, FL) as part of the Summer Faculty Research Program. This research was 

designed to assist Wright Laboratory Air Base Technology Branch in identifying limiting 

factors and cost drivers for emerging technologies. By identifying the limiting factors and cost 

drivers, technology developers can better focus their research to find alternatives to overcome 

limitations or to develop more "affordable" solutions in these times of decreasing budgets. As 

part of their Air Base facilities research, the Air Base Technology Branch has a long, successful 

history of developing telerobotic and autonomous construction equipment for rapid runway 

construction and repair and for remediating hazardous waste and unexploded ordnance (Nease 

1994). Part of the laboratory's research includes collecting and analyzing field data on actual 

unexploded ordnance digs and hazardous waste clean-ups (USAF 1995a,b). The specific 

request for this summer research was to develop a methodology to analyze these field data to 

identify limiting factors and cost drivers that in turn could be used to focus future research 

thrusts (Nease 1997). These field data are results of complex, multivariate problems that 

include integration of telerobotic search operations; vehicle navigation; guidance and control; 

remote communications; global positioning links; automated damage assessment; automated 

target location, identification, and recognition; end effector integration; commercial off-the- 

shelf applications; and associated computer technologies. The methodology prototyped, after 

researching many alternatives, was an application of Artificial Neural Networks. This paper 

will discuss the alternative methodologies and the rationale for selecting Artificial Neural 

Networks. Complementing this paper are two graduate student papers to complete this summer 
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research project: "Cost-Based Risk Predictions and Identification of Project Cost Drivers Using 

Artificial Neural Networks" (Pearce 97-0415) and "Data Simulation Supporting Range 

Estimating for Research and Development Alternatives" (Williams 97-0416). 

Review of alternative methodologies was the first step of this research. Traditional 

parametric estimating, most often used in the early stages of research and development 

programs such as the robotic research in the Wright Lab, require historical data and/or input to 

learning curve theory to develop cost estimating relationships. Neither is available for robotic 

systems in environmental operations. Nor, in the case of automated excavation equipment, is 

data available for credible engineering-build-up or quantity-take-off estimating (Burns 1995; 

Burns 1993; Gregory 1993; Gregory 1992; Thurston 1995). This paper, as part of the summer 

research, will discuss the alternative methods considered. 

An especially difficult aspect of this summer research was to keep separate the 

complexities of the field data from the complexities of developing a new application of 

Artificial Neural Networks. The field tests (USAF 1995a,b) were designed to demonstrate 

engineering prototypes and the data collection was a "fallout" or extra benefit. There was no 

formal data collection protocol designed to collect information from which cost drivers could be 

deduced. Also, most of the data collected in the field tests were not collected under conditions 

considered "clean" where variables could be independently observed or analyzed. For example, 

time motion studies from which productivity advantages can be deduced were not conducted. 

One of the first problems of this summer research was to design a data set that was "clean" 

enough to prototype a methodology. To prove the methodology prototype and not get confused 

between complex data and complex methodology, this data set also needed to be on a subject 

that was simple and well understood. When designing a new approach for data analysis on a 

complex, multivariate problem such as the robot digging unexploded ordnance, it would be 

especially difficult to understand the interactions among the complex field data and complex 

algorithms of Artificial Neural Networks. To over come these difficulties, this researcher 

directed the development of a "clean" data set by simulating multivariate data using the USAF 
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Parametric Automated Cost Engineering System (PACES) for vertical construction. The 

concept was that if we could "prove" the application of Artificial Neural Networks on a data set 

that was thoroughly understood (vertical construction) and "clean" (simulated), then we could 

have confidence in applying the technique on an unknown, multivariate, and complex data set 

such as the data collected in the robot field tests. Ms Laura Williams, a graduate student 

supporting this research, has documented this data simulation in "Data Simulation Supporting 

Range Estimating for Research and Development Alternatives" (Williams 97-0416). Ms Annie 

Pearce, another graduate student supporting this research, discusses the prototype of Artificial 

Neural Networks in analyzing the PACES generated data in her paper "Cost-Based Risk 

Predictions and Identification of Project Cost Drivers Using Artificial Neural Networks" (Pearce 

97-0415). The final goal of analyzing the robot field data using Artificial Neural Networks will 

be a follow-on or continuation of this summer methodology prototyping. 

ALTERNATIVE APPROACHES 

Extensive literature exists on the general subjects of cost estimating, cost analyses, and 

range estimating (Gregory 1992). Several professional societies (e.g., American Association of 

Cost Engineers, International Society of Parametric Analysts, and Society of Cost Estimating 

and Analysis) set their charters around the advancement, training and regulation of cost control, 

cost analysis, and/or cost estimating. Almost all references begin with a classification of 

methods of estimating, the accuracy expected with different classifications, and the applications 

at differing stages of design or development. For example Hardie uses two broad titles- 

approximate estimates and detailed estimates (Hardie date unknown)~while Sinclair divides the 

types into conceptual estimates, preliminary estimates, and final design/bid estimates (Sinclair 

1988). Regardless of categorizations and projections of accuracies the techniques for this 

research can be generally grouped into engineering build up estimates, parametric estimates, and 

expert systems for estimating. 
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Engineering-Build-Up 

The traditional estimating technique of engineering-build-up, called quantity-take-off 

estimating in construction engineering, is the most commonly used when a system has matured 

enough to provide the details needed for this technique. Quantity-take-off estimating is a process 

of counting every component of a design to the lowest level of detail. The term literally comes 

from counting (measuring the quantities of) material, labor, and equipment from detail design 

(take-off from the drawings). A traditional engineering build-up or quantity takeoff estimate is 

developed at the latter stages of the design phase (or in research and development at the systems 

development stage) once the drawings are complete. A quantity-take-off estimate is done by 

developing a work breakdown structure and counting the individual components "taken off' the 

detailed design plans. This can be done using several approaches. One approach to consider is 

using an assemblies format to structure the estimate. This involves taking the facility under 

consideration and breaking it up into assemblies such as foundations and exterior enclosure (R.S. 

Means 1997). Comparatively, a component breakdown could be done where the actual 

components of the facility or engineering design such as a robot are counted individually and 

entered as line items in a spreadsheet format. Regardless of the approach, once the quantities are 

available, pricing must take place. Prices can be found through contacting the material suppliers 

or consulting subcontractor bids. The advantage of this system is that it is very accurate if it is 

completed successfully. "Successfully" refers to the completion of the estimate without any 

errors or omissions which inherently requires the completion of the design (Mosely 1997). 

Engineering-build-up or quantity-take-off estimating would only be applicable to the 

robot program to estimate a specific design of equipment. It is not suitable for cost analysis to 

determine cost drivers or to develop range estimates to focus future research and development 

thrusts. 
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Parametric Estimating. 

Traditional parametric estimating uses comparative techniques by applying some form of 

regression analysis on historical data. The estimate is derived by comparing a current project to 

past projects-thus the term comparative. Comparative estimates include unit costs, square foot 

costs, and parametric estimates derived from historical cost curves. A major problem in 

developing comparative estimates is that there is no standard method of defining the technical or 

descriptive characteristics of the individual systems or collecting historical costs associated with 

the specific characteristics. If the original data are not collected with the system's or scenario's 

unique characteristics spelled out, no amount of statistical manipulation or regression analyses 

can account for the differences with reliability or validity. This problem of data characterization 

is especially difficult in hazardous waste clean up and unexploded ordnance because of the 

multitude of complex interrelated variables from the system complexities and the soil 

geophysics. Typical statistical requirements such as independence and conditionality are not 

suitable for variables and parameters in these scenarios. 

This technique is not suitable for analyzing the robotic field data because the data was not 

collected with a formal protocol and the data does not flag or identify the special system design 

characteristics needed for range estimating or deducing cost drivers. Plus, an unsolvable 

problem in using comparative estimating for research and development, is that if the project is a 

new or one-of-a-kind system, there is no cost history or data from which a valid cost comparison 

can be made. There is no historical data in the robot program from which valid cost comparisons 

can be made. 

Artificial Intelligent and Expert Systems 

The need for artificial intelligence and expert systems is expanding at an unprecedented 

rate. The information explosion and the rapid communication systems of today and tomorrow 

require near immediate synthesis of data and expert knowledge to solve complex technical 
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problems. Construction engineering is no exception to the information explosion. New 

materials; computerized control systems; voluminous legal, regulatory, environmental, and 

safety requirements; and construction technologies are just a few examples of the rapidly 

expanding information fields that the construction engineer must synthesize today (Gregory 

1992). 

Although most references graphically display artificial intelligence systems in discrete 

boxes, the set of tools could be more accurately described as a continuum of emerging tools with 

overlapping applications (Gregory 1992). Harmon and Maus describe artificial intelligence as 

"an academic research program" with five most active areas of commercial application: natural 

language, robotics, improved human interfaces, exploratory programming, and expert systems. 

The expert systems area, as described by Harmon and Maus, is "a program that manifests some 

combination of concepts, procedures, and techniques to allow people to design and develop 

computer systems that use knowledge and inference techniques to analyze and solve problems" 

(Harmon and Maus 1988). 

Three key areas from artificial intelligence research that apply to this summer research 

are 1) new ways to represent knowledge, 2) heuristic search, and 3) the separation of knowledge 

from inference and control (Harmon and Maus 1988). In context of expert systems, Harmon 

defines knowledge as a body of information about a particular topic that is organized to be 

useful. Knowledge-based programs rely on rules-of-thumb or heuristics rather than algorithms 

and mathematical certainty; therefore, they allow the analyst to look at problems that are 

unorganized or have incomplete or not clean data (Gregory 1991). These techniques allow an 

expert to examine the contents of data without knowing how the content is derived or 

manipulated (Gregory 1991). A key element of knowledge engineering is that a database and a 

knowledge base can look similar, but the way in which the information is organized and 

manipulated is significantly different (Gregory 1991). A knowledge base can incorporate such 

heuristics as simple as a step functions or the complex ability to make on-course corrections from 
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real time feedback from complex, multiple sensor fusion. Artificial intelligence systems allow 

knowledge bases to adjust the body of procedures and selected algorithms to create and apply 

new algorithms. This is a breakthrough that knowledge-based expert systems provide. These 

processes are not and cannot be modeled with mathematical algorithms. The attribute that a 

knowledge system can generate the decisions to which the algorithms and the calculations are 

applied is the theory that makes this technique applicable for the robot data analyses. 

Another breakthrough in artificial intelligence is the ability of a computer program to 

"learn" or "teach itself." When a new data element or algorithm is added, all existing models can 

access and use that new component without being completely reprogrammed. The organization 

of the knowledge bases and work break down structure allows multiple, almost unlimited paths 

through the decision steps in molding construction engineering applications (Gregory 1991). 

This study concentrates on artificial intelligence tools designed to enable computers to 

assist experts in analyzing and solving complex problems. Artificial Neural Networks are a 

modeling tool based loosely on the computational paradigm of the human brain and have proven 

to be robust and reliable for tasks of forecasting, classification, and interpretation or processing 

of data (Pearce 1997). In the third phase of this summer research, Ms Pearce in her paper "Cost- 

Based Risk Predictions and Identification of Project Cost Drivers Using Artificial Neural 

Networks," examines the potential of Artificial Neural Networks as a tool to support the task 

identifying cost drivers in an array of complex, multivariate data. Application of this prototype 

to robot field data will be a follow-on research project. 

CONCLUSIONS 

The ability to analyze data from robot field tests is complicated by the integrated, 

complex, multivariate aspects of the robot functions. These field data are results of complex, 

multivariate problems that include integration of telerobotic search operations; vehicle 

navigation; guidance and control; remote communications; global positioning links; automated 

damage assessment; automated target location, identification, and recognition; end effector 
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integration; commercial off-the-shelf applications; and associated computer technologies. 

Traditional cost analysis techniques are not suitable for identifying limiting factors or deducing 

cost drivers from which research and development programs can focus future thrusts. Artificial 

intelligent systems are being developed that can simulate the thinking process and heuristics 

common in human decision making and thinking. An application of Artificial Neural Networks, 

using clean, simulated data was prototyped and proved the concept of using artificial intelligent 

systems for analyzing complex, multivariate data. The prototype application developed in this 

summer research is reported in three complementary papers: this one plus "Cost-Based Risk 

Predictions and Identification of Project Cost Drivers Using Artificial Neural Networks" (Pearce 

97-0415) and "Data Simulation Supporting Range Estimating for Research and Development 

Alternatives" (Williams 97-0416). Future research can be a follow-on application of this 

prototype system. 
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ANISOTROPY IN EPIC 96&97: IMPLEMENTATION AND EFFECTS 

Mark T. Hanson 
Associate Professor 
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Abstract 

Computer simulations of high velocity impact events provide efficient and effective means for 

analyzing weapons and armor systems.  Today this is true more than ever before with the continuing 

trend towards faster computers at lower cost. Hence computer codes which perform these simulations 

have become an indispensable tool to the present day weapons designer.  The availability of higher 

powered computers has allowed these computer codes to be modified and expanded to model 

currently used materials in a more realistic way.  Furthermore this has also provided the weapons 

designer with a chance to consider new and potentially more effective materials which respond to 

loading in a more complicated manner. 

The computer code of interest here, termed EPIC (Elastic Plastic Impact Code), is a finite 

element based continuum hydrocode.   Previous versions of EPIC have only included the capability 

to analyze isotropic materials. This isotropic constitutive model has worked well to study the 

behavior of currently used materials such as copper which exhibits minimal direction dependence in 

its properties.  However materials of increasing interest to the Air Force in its weapons development 

program do not generally follow this isotropic behavior.  One such material of particular interest to 

the Air Force is tantalum.  The heavy compression that occurs during processing of this body 

centered cubic metal results in a preferred orientation of the grains referred to as texture.  The 

presence of texture gives a directional dependence to the material properties which leads it to obey an 

anisotropic constitutive law. 

Recent versions of EPIC (1996&97) have included the ability to analyze anisotropic 

materials, particularly in the post yield realm of material behavior. Hence it was the main focus of the 

present work to investigate the implementation of anisotropy in this hydrocode and to conduct an 

initial numerical investigation as to how significant are the effects of anisotropy.  For the numerical 

analysis, simulations of the Taylor impact test were used. It is shown that anisotropy in the plastic 

deformation properties can have significant effects on high velocity impact.  In particular quantities 

such as wave front position, effective stress and equivalent plastic strain, and strain rate can be 

substantially different as compared to isotropic materials. 
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ANISOTROPY IN EPIC 96&97: IMPLEMENTATION AND EFFECTS 

Mark T. Hanson 

Introduction 
Pure metals like many other substances are generally referred to as polycrystalline materials. 

This means they are composed of large numbers of vary small crystals or grains. Each individual 

grain is comprised of atoms arranged in specific periodically located positions termed a lattice 

structure. It is well known that an individual grain of a certain metal may have different material 

properties in different directions (Here material properties refers to Young's modulus, Poisson's ratio 

and other artifacts of mechanical testing techniques).  Since the individual grains are small (in the 

100 micron range), a sample of a material may contain an extremely large number of grains which 

are most often randomly oriented. The random nature to the distribution of grains dictates that the 

polycrystalline material will essentially have the same material properties in all directions. If the 

material properties of a sample are directionally independent the material is said to be Isotropie. 

Deformation of a ploycrystal occurs by the sliding of planes of atoms over one another. 

These slip planes have a specific orientation within an individual grain. Under large deformation this 

slip within a grain can cause a rotation of the lattice structure itself, thus altering its orientation within 

the polycrystalline material.  If the polycrystal loses its random grain orientation as a result of this 

deformation, crystallographic texture is said to have developed.  The existence of preferred 

orientations of the grains in a polycrystall allows the directional dependence of the individual grain's 

material properties to be transferred to the polycrystal as a whole. Thus the existence of 

crystallographic texture may strongly affect the properties of the overall material.  If the material 

properties of a sample are directionally dependent the material is said to be anisotropic. 

Some materials are anisotropic by there very nature.  Examples include wood, fiber 

reinforced composite laminates, and single crystals of metals as noted above. Of particular interest to 

the Air Force is polycrystalline materials with texture, namely tantalum. After heavy compression of 

a cylinder of tantalum into a flat sheet, the grains of this bec (body centered cubic) metal become 

preferentially oriented such that their <111> or <100> directions are aligned with the sheet normal. 

The anisotropy induced by this large deformation will effect the performance of this material in 

potential weapons applications. The present study seeks to investigate some of the consequences of 

this anisotropic behavior. 
Present purposes will be fulfilled by a numerical investigation of the Taylor impact test. This 

test is a useful tool in evaluating material behavior for potential weapons applications. Here the 

explicit dynamic finite element code EPIC (Elastic Plastic Impact Code) will be used in the analysis. 
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Recent versions of EPIC (1996 & 1997) have incorporated an anisotropic material capability. The 

details of the implementation for anisotropic behavior in a finite element code such as EPIC can be 

found in Maudlin and Schiferl (1996). Here the effects of anisotropy on high rate impact loadings 

are of interest. The Taylor impact test is reviewed next and then the EPIC code is briefly discussed. 

Some aspects to the anisotropic analysis will be presented and finally some numerical results for 

Taylor impact of an anisotropic cylinder are obtained. 

Taylor Impact Test 

Taylor (1948) along with co-workers (Whiffin 1948, Carrington and Gayler, 1948) is credited 

for first introducing a dynamic impact test in an effort to deduce the yield stress of materials 

subjected to high strain rates.  In this experiment a right circular cylinder composed of the material to 

be investigated is impacted against a flat rigid target, as shown in Figure 1 (House, 1989; Rule, 1995). 

A smooth-bored gun is used with the aid of gun powder to project the cylinder at its desired velocity. 

The gun barrel is approximately 25 in. long and calibers (cylinder diameters) from 0.17 in. to  0.50 

in. can be used.  The velocity can be adjusted (by the amount of powder used) to approximately 

achieve the desired high strain rate which can be up to 105/s. The target is heavy, weighing 

approximately 80 lb., and it is made from a hardened and polished steel.  This produces an extremely 

hard and smooth surface that minimizes frictional effects and thus simulates a rigid smooth object. 

As noted above, the specimens are launched through the use of a specific amount of 

commercial grade gun powder which is placed in a primed shell casing. The casing is then loaded in 

the gun behind the cylindrical specimen.  A remotely operated solenoid is used to activate the firing 

pin that strikes the primer which in turn detonates the powder.  The powder burns at an extremely fast 

rate creating a very high pressure in the barrel which forces the specimen down the barrel towards the 

target.  The pressure can be measured with pressure transducers along the barrel which allows the 

specimen velocity to be calculated (House, 1989).  Alternatively a laser system can be used to 

accurately determine the projectile velocity at a location closer to the target face as depicted in Figure 

1. Powder curves (specimen velocity versus mass of powder) have been developed which allow easy 

calculation of the amount of powder required to achieve a desired velocity. 

As the cylinder strikes the target face, a dynamic stress field is created in the specimen. This 

initiates at the target-specimen interface and propagates along the cylindrical specimen.  The impact 

velocity used is sufficient to generate stresses above the yield strength of the material and thus cause 

plastic flow of the specimen.  A typical experimental result for a copper specimen is shown in Figure 

2 from House (1998) where the impact velocity was 189 m/s.  The left image shows an undeformed 

specimen and the right image displays its geometry after a typical impact event which lasts on the 

average of a few hundred micro-seconds. The plastic deformation is largest at the end which strikes 
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the target causing the diameter to become enlarged. The other end of the specimen retains its 

original shape.  The geometrical change in the specimen is captured during this short time period by 

the use of a extremely high speed Cordin camera (House, 1989). Film images during the impact 

duration allow the position of the wave front (characterized by a specific level of strain in the 

specimen) to be followed in time. 

EPIC Finite Element Code 

It is evident from the above discussion that the Taylor impact test produces a visual picture 

record of the changing specimen geometry during dynamic loading.  Elements of this final geometry 

were the basis of the simple yet insightful analytical model developed by Taylor (1948) to extract 

quantitative and hence useful results. Recent work, such as by Jones et al. (1985, 1987, 1991, 1996), 

has been directed at developing a more in-depth understanding of the wave propagation 

phenomenon that occurs during impact in the Taylor test.  Although this new analysis of high rate 

impact loading has provided a considerable improvement in the basic understanding of the 

fundamental mechanics occurring, it has been limited by the desire to stay within an engineering 

analysis where closed form analytical expressions are obtainable for developing their models. 

A contrasting approach to analyzing more general problems of this nature has relied on the 

rapidly expanding numerical analysis capabilities that faster computers have provided.  Computer 

codes mainly based on finite element analysis have been continually developed, improved and 

expanded towards more accurately modeling high rate loading phenomenon.  The code of interest 

here termed EPIC was initially put forth more than two decades ago (Johnson, 1977) and since that 

time has undergone continual development.  EPIC is a general purpose explicit dynamic finite 

element code useful in analyzing a multitude of dynamic high rate problems.  As with any finite 

element code of this nature, the basic governing differential equations are satisfied on an element by 

element basis and the numerical solution for the physical quantities of interest are found compatible 

with a specified set of initial and boundary conditions. 

The problems for which EPIC is designed to analyze are extremely complex and a complete 

discussion is far beyond the present scope. Pertinent to the Taylor test it is noted that problems of 

this nature may involve shock loading resulting in extremely high pressure during the trasient stage 

of impact with subsequent quasi-steady wave propagation followed by specimen decelleration during 

the terminal transient period. In EPIC the stress state is decomposed into a hydrostatic pressure and a 

deviatoric component.  The deformation occurring during loading is related to these two stress 

components through constitutive laws which reflect the material behavior. 
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The high hydrostatic pressures are related to volume changes through what is termed an 

equation of state (EOS).  As an example a commonly used EOS incorporated into EPIC termed the 

Mie-Gruneisen EOS is given as 

p = (K^ + K2^ + K3^xi-rft + rE$(i + n)  , H =—-1 
Po 

Here p0 and p are the initial and subsequent densities respectively, and thus u. represents the degree 

to which the material is being compressed. Also Es is the internal energy and K,, K2, K3 and T are 

coefficients that are material dependent. Other EOS models are also included but not discussed 

presently. 

Of more relevance to present considerations is the deviatoric component of the stress which 

is related to plastic flow. The essence of the plastic flow analysis rests on two features. First a 

yield function is required that dictates when the three-dimensional stress state has reached a point at 

which yielding of the material occurs and plastic flow commences.   Previous versions of EPIC 

considered isotropic materials for which the traditional yield function f(Gjj) has the Vom Mises 

form 

f(ajj) = (oxx - rjyy)
2 + (cryy - czz)

2 + (on - oxx)
2 +6(axy + GX

2
Z + ayz) - 2ae

2 = 0 

where a^ is the Cartesian stress tensor and ae is the effective stress (uniaxial yield stress). In 

terms of principle stresses a,, G2, G3 the above expression becomes 

f = (a, - a2)
2 + (a2 - a3)

2 + (c3 - a,)2 - 2ae
2 = 0 

One may think of the above equation as defining the effective stress under multi-axial loading and 

when the effective stress reaches the yield stress, plastic flow will occur. 

The yield stress (or material strength) depends on several factors. These include past load 

history, strain rate and temperature. Thus the yield stress evolves as the material deforms. This 

strength function is generally based on uniaxial stress strain measurements and incorporates factors 

such as strain hardening, temperature and strain rate dependence. A commonly used strength 

function available in EPIC was put forth by Johnson and Cook (1983) and has the form 

oE = (C, + C2e
N)(l + C3lne*)(l - T*M) 
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where oe is the stress level at which plastic flow initiates, Cb C2, C3, N and M are material 

dependent constants and e, e* and T are the effective plastic strain, effective plastic strain rate and 

the homologous temperature, respectively. A more modern strength function incorporated into 

EPIC is the Mechanical Threshold Stress (MTS) model and is more fundamentally based on 

material behavior. It is constructed from a postulate that structure of the material is the important 

state variable and the current structure is dependent on the deformation history. Although it is 

more fundamentally based, it is also considerably more complicated to discuss than present space 

limitations allow. The interested reader can find the important details in Follansbee and Kocks 

(1988) and its implementation in EPIC by Maudlin, Davidson and Henninger (1990). The 

incorporation of these strength functions into the anisotropic capability in EPIC will now be 

discussed. 

Anisotropic Plasticity Modifications 
The yield function presented above applies to isotropic materials. If one considers principal 

stress space (a„ a2, o3 are the axes) the yield function appears as an infinite circular cylinder 

centered along the line 0^02 = a3 as shown in Figure 3. Yielding occurs as the stress state 

reaches the cylindrical surface from within. A stress state outside the cylinder can never be 

attained. The yield function does not depend upon the value of the hydrostatic pressure which is 

represented by the axis of the cylinder.  Also shown in Figure 3 is a view looking down the 

cylinder axis which is referred to as the K plane {<5X + G2 + G3 = 0). In the TC plane view, the 

polygon inscribed within the circle represents the Tresca (maximum shear stress) yield criterion. 

For anisotropy, the directional dependence of the material properties requires a different 

yield function. A quadratic yield function for anisotropic materials (with stress denoted by s and 

coordinate directions by 1, 2 and 3) was given by Hill (1948) as 

f(Sij) = \ [H(s„ - s22)
2 + F(s22 - s33)2 + G(s33 - s„)2 +2Ns,2

2 + 2Msf3 + 2Ls23)] - se
2 = 0 

where H, F, G, N, M, and L are constants. These can be evaluated from the different yield stresses in 

the different directions.   Note that this function still gives an infinite cylinder independent of the 

hydrostatic pressure however it now has an elliptical cross-section in the 7t plane. Details of the 

implementation of this Hill - 48 yield criterion in EPIC 96&97 are now discussed. 

The focus will now be on the Taylor test and a schematic is shown in Figure 5. A 

cylindrical coordinate system is used where the axis of the cylinder is taken as the 2 direction, 1 is 

radial and 3 is measured circumferentially in the hoop direction. For the special case of cylinder 
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impact the 1 - 3 planes perpendicular to the cylinder axis will be taken as planes of material 

isotropy. In this case F = H, L = N and F + 2G - M = 0. Axial symmetry requires that 

s13 = s23 = 0 as well as s33 = - (s„ + s22). With these results the yield function becomes 

f(sy) = 2 [2(2G+F)sn + (5F+G)Ms2
2
2 + 2(2G+F)sMs22 + 2Ns,2

2] - se
2 = 0 

A n plane transformation as s,2 = -sz/V3, sn = 2s/3 and s22 =- s/3 - sx/V3 leads to the form 

f = Asx + Bs2 + Cs2 + Dsxsy - s2 = 0 

with A, B, C and D being combinations of the previous constants. For isotropy A = B = C = 1, 

D = 0. (In EPIC, D = 0 always). 

If the uniaxial yield stresses are introduced as X in the radial (1) direction, Y in the axial (2) 

direction and Z as the shear yield in the (1 - 2) plane the result is 

1 2Y2 "V2 ?    v2 

3[l+^-]sx + s;+^s2 + —[^-l]s2     -X2 = 0 

where implemented in EPIC with D = 0 the slightly different form is obtained 

1 r4X2 2      2      X
2   2      v2    _ 

3 t^r - 1] sx + sy + ^p sx    - X = 0 

Numerical results below from EPIC 96&97 are a thus based on this last equation. 

As a final comment it is important to note that isotropic plasticity numerical analysis is 

based on the radial return algorithm which returns the stress point to the yield surface in a radial 

direction. For anisotropic plasticity, the yield surface is not circular and radial return is no longer 

valid. An appropriate normal return algorithm is incorporated into EPIC to account for this. The 

details are omitted due to space limitations. 

Numerical Results 

Three cases of Taylor impact are now considered as shown in Figure 5.  The material 

considered is OFE copper (half hard) and the Mechanical Threshold Stress constitutive model is used 

to evaluate the yield stress in the radial direction X.   Planes perpendicular to the cylinder axis are 

taken as isotropic and hence Z = X/V3. In the first case the cylinder is isotropic and therefore Y = X. 
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Note that for an isotropic material the coefficients of each term in the above equation are one. In the 

second case the cylinder has been axially softened compared to the radial direction such that Y = 

0.7559X.  In the third case the axial direction has been hardened with Y = 1.25X. These numbers 

were chosen to give a coefficient of approximately 2.0 or 0.5 for the first term in the above equation. 

Figure 4 shows the yield surface in the % plane for the three cases considered. The axially hardened 

case noticeable expands the surface while the softened case gives a significant contraction. 

The effect of the material anisotropy is revealed in the following figures. Figure 6 displays 

the final cylinder shape after impact. Clearly the axially hardened case exhibited the least radial 

plastic flow and retained the longest final length while the axially softened cylinder showed the 

largest radial deformation and the greatest reduction in length. The equivalent plastic strain versus 

time for the three cases is shown in Figure 7. The results are plotted at three locations; near the 

cylinder axis, at the outer boundary and half way in-between. At the outer boundary the equivalent 

plastic strain was the largest for the axially softened material and smallest for the axially hardened 

case. The steady state difference between these extremes is almost a factor of two. Towards the 

cylinder interior the deviation caused by the anisotropy decreased but was still noticeable. 

An interesting result is shown in Figure 8 which reveals the Von Mises stress versus time 

during the impact event. It is clear that the axially hardened case produced the largest values during 

the duration of impact while the axially softened case was the lowest. In this regard it is important to 

note that although the EPIC code produced the Mises stress, it is truly only meaningful for an 

isotropic material. Since the Mises stress is based on the Von Mises isotropic yield criterion, the 

formula for effective stress in the anisotropic case would be more appropriate. This observation is 

also true for the equivalent plastic strain from Figure 7 above. An examination of the EPIC 

subroutine seemed to reveal that the isotropic equivalent plastic strain measure was being calculated. 

It is known that the correct form to the equivalent plastic strain is one which is the work conjugate to 

the effective stress (Hill, 1950).  Although these quantities may not be the correct ones to consider, 

they do at least provide some mechanism for a comparison of results. 

Conclusions 

It is well known that the processing of metals can have a significant impact on the 

crystallographic texture and the resulting plastic deformation properties of the workpiece.  If 

considerable texture is present, an anisotropic plasticity analysis may be appropriate for high rate 

impact loading studies. The present numerical investigation of the Taylor impact test confirms this 

since substantial differences were found to exist in final geometry and measures of effective stress 

and strain during the impact event when anisotropic material properties were considered.     It was also 

found that EPIC, although incorporating an appropriate anisotropic yield function, produced results 
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for effective stress and equivalent plastic strain that are appropriate only for an isotropic analysis. 

This suggests an area for possible future work which would be of great benefit. Furthermore the 

incorporation of a higher order yield criteria (with an exponent of 6 or 8) which better fits 

crystallographic texture calculations would also be of high value. Also the expansion to a three- 

dimensional anisotropic plasticity calculation capability would facilitate the prediction of the 

elliptical impact face which sometimes occurs from the Taylor impact test. 
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Abstract 

A stochastic model is developed to describe image degradation due to turbulence and uncer- 

tainty in photodetection and intensification in gated imaging systems. The results of sim- 

ulation indicate that real-time integration imaging results in a superior performance than 

frame-by-frame averaging if the time between frames is relatively large. The effect of turbu- 

lence is modeled by assuming a slowly time varying random thin screen in the aperture plane 

which introduces a time-varying random tilt. The variation in the tilt, due to the change in 

the thin screen from frame to frame, can become large for sufficiently large times between 

frames. When images are averaged, simulations suggest that there is a tradeoff between 

the number of successive frames used and atmospheric blur. This tradeoff requires further 

research to optimize the exposure time for minimizing the mean square error. Reduction 

in the resolution and contrast due to the uncertainty in the response of TE photocathode 

detectors and MCP image intensifiers is also considered. A model has been developed that 

captures the degrading effect of dark current. Simulations show that when the MCP is 

operated in the saturation mode, dark current significantly reduces contrast. The model 

also captures the spread introduced by the MCP, electron focusing error, and the random 

multiplication gain associated with the MCP stages. Analytical expressions are derived for 

the mean and the variance of the point spread function of the intensifier. The model for 

the detection/intensification is combined with the model for turbulence to give a complete 

stochastic model for the imaging system. 
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I. Introduction 

The goal of this study is to provide a model for coherent and incoherent imaging sys- 

tems using gated cameras under turbulent atmospheric conditions. The degrading effects 

of atmospheric turbulence and photodetection noise associated with the gated cameras are 

examined. Consider the block diagram representation of Fig. I. The object O(x) is thought 

Object Image 
 . Atmosphere Optics Photodetection Intensification — 

Figure 1. Block diagram of the imaging system 

of as the intensity in incoherent imaging and as the complex amplitude of a plane wave 

in coherent imaging. The atmosphere affects the object O through its variable refractive 

index. At each instant, a realization of the refractive index profile (in planes parallel to the 

aperture along the ray paths) introduces phase and amplitude changes in the plane waves 

at the aperture of the optical components prior to photodetection. It is customary to rep- 

resent this block by a random screen at the aperture plane [24]. The cumulative effect of 

the variation in the index of refraction can be lumped in a single screen. The distorted 

wave is then focused onto a detector (or array of detectors) where each incident photon is 

converted to a free electron with a certain probability determined by the quantum efficiency 

of the detector. The detectors of interest are transferred-electron (TE) photocathodes [5] for 

which quantum efficiencies as high as 20% have been demonstrated in the 0.95 - 1.7 micron 

range. These tubes suffer, however, from a high level of dark noise. Dark noise can degrade 

the collected image by reducing the contrast. Furthermore, when saturation-mode image 

intensification follows the photodetection, the effect of dark noise becomes more prominent 

since it is likely that each dark electron may saturate the intensifier. This effect may result in 

specks in the collected image. Intensification can be accomplished by means of microchannel 

plates (MCP's). MCP's can operate in two modes of gain. At low gains the device op- 

erates in an unsaturated mode for which the statistics of the gain (the distribution of the 

charge pulse height) is negative exponential [25]. In this mode the uncertainty in the gain 

increases with the gain.  However, if the gain is increased beyond a certain limit, a space 
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Charge effect occurs resulting in a reduction in the uncertainty of the gain. In the saturation 

mode, the gain statistics is almost Gaussian with a variance which is less than that obtained 

in the unsaturated mode [25]. Usually, two slightly angled stages of MCP's are cascaded 

in order to reduce positive ion feedback. The benefit of this technique is accompanied by 

the possibility of electron spread. In particular, an electron transferring from a channel in 

the first stage to the second may enter a neighboring channel [25, 21]. The above effects 

degrade the performance of the imaging system. The development of a mathematical model 

for the imaging system incorporating the above degrading effects can provide a platform 

for developing statistical image recovery algorithms. Such a task requires the knowledge of 

the model parameters. These parameters must be obtained using manufacturer's data and 

further measurements. We plan to address these issues in a subsequent study. 

In Section II a stochastic model is developed for the random screen representing turbu- 

lence.  This model allows a slow random variation in the phase screen in time. This effect 

is important since it is the accumulated effect of change in the phase screen that results in 

image blur in the image when multiple frames of the same image are averaged.  Also, this 

effect causes blur in application when the gating time is comparable to the variation time in 

the phase screen. In Section III a stochastic model for the response of the image intensifier 

is developed. This model captures the effects of electron focusing error, the spread of elec- 

trons from one channel to neighboring channels, and the random gain of the microchannel 

tubes. In Section IV we use the models introduced in Sections II and III to determine the 

performance of the imaging system. The effect of the key factors representing the temporal 

variation in the phase screen, spread of the point spread function of the image intensifies, 

background photon noise, and shot noise are investigated using computer simulation. Sec- 

tion VII includes summary and conclusions. 

II.  A stochastic model for turbulence in gated imaging 

Consider a general coherent imaging system consisting of an object, a collection of optical 

components, and an image. Let u2(x) and u0(x) denote the complex amplitudes of the image 

and object fields, respectively. If we denote the imaging system impulse response by h0, then 
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the image field can be expressed as (under Fresnel paraxial conditions): 

Ui(x) = u0(x) * h0. (1) 

The term h0 accounts for aberrations due to finite aperture and nonideal optical components. 

In the case of aperture-limited imaging, h0 is given by the Fourier transform of the pupil 

function W. Now suppose that the fields are disturbed as a result of propagation through a 

medium with a nonuniform (and random) refractive index such as the atmosphere. Following 

[24], the pupil function can be generalized to additionally account for atmospheric turbulence. 

As the field propagates thorough the random medium it experiences a randomly varying 

distribution of the index of refraction. Aberrations due to this effect can be modeled by 

placing a fictitious thin screen at the aperture plane. More precisely, we replace the pupil 

function W by Wts(x), where ts(x) is a random screen which is expressed in terms of the 

log-amplitude perturbation x(x) and the phase perturbation ^(x) as follows: 

ts(x)=e*(x)+i,/,(x). (2) 

In short exposure imaging, the atmosphere is assumed to be "frozen" for the duration of 

the frame. The imaging system does, however, experience aberrations due to the perturbed 

distribution of the refractive index. This perturbation is the result of a single realization of 

the atmospheric induced perturbation. It is well known [24, 10] that the dominant degrading 

effect in short-exposure imaging is the random tilt. Tilt can be mathematically attributed 

to the linear term in the Taylor series expansion of the phase function ^(x). Tilt results in 

a shift in the location of the image in the image plane. In short exposure imaging, most of 

the degradation is attributed to tilt [24]. In fact, it has been shown that tilt constitutes a 

factor of 0.9 of the total power of the phase perturbations [10]. In long exposure imaging, the 

accumulated effect of individual tilts (as the tilt varies from one instant to the other) accounts 

for most of the degradation. Another application for which the accumulated effect of tilt 

can be noticed is when multiple short-exposure frames are obtained and then averaged. In 

this scenario, each frame will be subject to a independent tilt. When averaging is performed 

the multiple shifts result in a blur. Long-time exposure or multiple short-exposure frames 

are unavoidable in weak-light (small photon count per pixel) applications where the effect 
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of quantum noise is a limiting factor in the performance. Thus, on one hand, we need more 

photons, i.e., long exposure time or multiple frames, and on the other hand, degradation due 

to the turbulent medium (manifested in time varying shift) is more severe if the exposure 

time is long. 

In this study, we will consider the effect of tilt on resolution and contrast in multiple 

frame short-exposure imaging. We assume hereafter that ip(x) = k • x, where the vector k 

represents the magnitude and direction of the tilt for each realization of the turbulence. The 

thin screen is therefore given by 

^(x) = e^kx. (3) 

We now consider the random temporal variation of the tilt parameter k when the time 

between successive frames is sufficiently small so that the change in the amount of the shift 

is small. 

A. A random walk model for the random thin screen 

Let kn, n = 1,1, 2,..., denote the shift associated with the nth realization of turbulence. 

Assuming that the real time between consecutive realizations is sufficiently small, the random 

process kn can be modeled by a 2-dimensional random walk [16]. Let us quantize the 

possible values of k by requiring it to take values in a discrete set (in an increasing order) 

EB = {ßi,...,ßq}. In order to express the "term" slow in a probabilistic sense, we will 

assume that if kn = ßk then the conditional probability (or transition function) of kn+1 

depends only on ßk. Furthermore, the likelihood that kn+1 takes a value which is near ßk 

is high. Mathematically, this conditional probability is given by the random-walk transition 

function 

{1 — p    I = k 
(4) 

p/2,      l = k±l, 

where p is a model parameter to be estimated a priori using real data. Special care must be 

taken in handling cases when k = l,2,q-l, and q corresponding to cases when the value of 

k is near the boundary of the set of possibilities EB. What this stochastic model basically 

implies is that once a shifted point is at a specific location, it can either stay at its location at 
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the next time frame, or it can go to a nearby location with certain probabilities. By limiting 

the number of neighboring states, the "slow" variation in the tilt can be modeled. Similar 

types of random walk have been extensively used in many areas of science and engineering 

to model random phenomena that vary slowly in time. The most famous example is the 

well-known Brownian motion which is indeed a limiting case of a simple random walk [2]. 

The random walk is a special case of Markov chains. 

B. Diffraction and turbulence limited imaging 

1. Coherent imaging 

In this section, we characterize the impulse response h0r of the imaging system consider- 

ing the effects of the finite aperture and turbulence. This impulse can then be substituted in 

(1) to yield the field at the image plane. In order to include the effect of turbulence, we re- 

place the pupil function W(x) by the turbulence-modified pupil function Wt{x) = PF(x)ts(x), 

where ts(x) is given in (3). Using Wt as the new pupil function, standard Fourier optics [12] 

yields 

h0T = F{Wt(f\di)}, (5) 

where A is the optical wavelength and d; is the distance between the exiting pupil and the 

image plane. The intensity i(x) at the image plane can then be calculated using the relation 

i(x) = \ui{x)\2 = K(x) * hOT\2- (6) 

2. Incoherent imaging 

In some cases, the speckle effect due to interference of coherent light can be filtered out 

(e.g., by using a suitable low-pass filter) without significantly affecting the resolution of the 

image. In these cases, it is computationally advantageous to assume that the illumination 

is incoherent since the effect of interference is ignored. The image intensity then takes the 

simplified form [12] 

*(x) = 0(x)*|W(x)|2. (7) 

The quantity /ior(x) is the diffraction and turbulence limited point spread function (PSF). It 

is customary in Fourier incoherent imaging to use a normalized version of o(x) = |h0r(x)|2/ / |^or(x)|2<ix 
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What is new in (7) is that the PSF \hOT{x)\2 is random and its temporal variation obeys 

the random walk random mechanism described in II-A. 

III. A stochastic model for noise an image intensifier 

The resolving power of micro-channel plate image intensifiers is governed by geometrical 

and operational considerations. The absolute highest resolution of an image obtained from 

a MCP tube is governed by the diameter of each tube. This limit is not achieved in physical 

devices due to other factors such as electron lens focusing error and spread of electrons from 

one channel to adjacent channels as they are transferred from the first plate to the second 

plate. Factors limiting the contrast include scintillation noise resulting from positive ions 

striking the channel surface generating secondary electrons, random gain of the intensifier, 

and dark current generated at the photodetection stage. We will now develop a stochastic 

model that captures the above effects. 

Each incident photon is transformed into a free electron in space (by means of a TE pho- 

tocathode tube) with probability 77 representing the quantum efficiency of the photodetector. 

Each liberated electron is focused (by electrostatic or electromagnetic means [7]) onto a de- 

sired location on the microchannel plate tube surface. The actual location of the electron is 

within a random error e of the desired location. It is typical to assume that e is normally 

distributed with zero mean and variance of. Each electron initiates a series of secondary 

electron emissions in the microchannel. The statistics of the number of secondary electrons 

G depends on the mode of operation. If the MCP is operated in a saturation mode with ion 

feedback suppression (e.g., the Chevron configuration [6]), then experiments [14] showed that 

G is Gaussian. On the other hand, if the device is operating in the unsaturated mode, then G 

obeys a negative exponential distribution resulting in high fluctuations. As each secondary 

electron enters the second stage of the MCP, it is transferred to the desired channel of second 

plate with a certain probability, and it is transferred to neighboring channels with certain 

probabilities. Similarly to the first stage of the MCP, each secondary electron initiates a 

random number A of secondary electrons in the second stage. Thus, the operation of the 

detector and image intensifier results in fluctuations in the gain as well as random spread. 

34-8 



An important factor affecting the performance of the camera is dark current associated with 

the TE tube and the scintillation noise associated with the MCP. Dark current noise is due 

to the spontaneous generation of electron in TE tubes [4]. These dark electrons are then 

amplified in the PCM. Scintillation noise results from the generation of secondary electrons 

in the PCM due to the collision of positive ions the MCP walls [25]. We now proceed to give 

a mathematical model for the foregoing factors. 

A. Point spread function of the MCP 

Let hd(x) denote the point spread function of the MCP, i.e., the response of the camera 

when a single photon at location (0,0) is incident on it. (The spatial variable x can now be 

thought of as the discrete index of a pixel define by the area of each microchannel.) The 

quantity hd accounts for the random MCP gain and spread. More precisely, 

G 
hd(m,n) = ^5fc(m,n), 

*=i 

where G is the random gain of the first MCP stage. The probability distribution of G can be 

modeled by a Gaussian or a negative exponential law depending on the mode of operation 

of the MCP. The term gk(m,n) represents the gain and spread at the output of the second 

MCP stage associated with the A;th electron from the first stage: 

gk(m, n) = Ak ^ Y, Efj5(m -i,n- j), (8) 
i     j 

where Ak is the random gain of the second MCP stage associated with the fcth electron 

from the first stage, and for each k, E-j is a binary random variable which is one only if 

the kih electron from the first MCP stage had migrated to the (i, j)th secondary channel. 

The probability distribution of E*- is assumed to be known by performing estimates from 

measurer data. For example, one may make the physical assumption that E-j- can assume 

a value 1 only if the point (i,j) is within a certain range of (0, 0). We will also make the 

assumption that events associated with different electron are independent, and that events 

associated with different MCP stages are also independent. The effect of scintillation noise 

can be included in the random gain G. 
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1. Modeling dark noise 

Electrons generated spontaneously in the TE tube can be modeled as a totally randomly 

distributed electrons whose mean total number can be determined from the experimental 

results [5, 4]. Due to the random nature of the dark electron generation, the actual total 

random number of electrons can be assumed to be a Poisson random variable. The dark 

current noise can therefore be modeled as a random image (superimposed with the actual 

image) for which each pixel may contain a random number of electrons with a Poissonian 

distribution. This random image is represented by: 

3 = X;Wy<$(m-i,n-j), (9) 
ij 

where Nij is the random number of dark electrons in the {i,j)th pixel. 

IV.  The overall imaging model 

We now combine the effects of atmospheric turbulence and the degrading effects associ- 

ated with the camera to present a model for the imaging system of Fig. I. Let o(m, n) and 

I(m, n) denote the object and its image, respectively. An upper case is used for the image 

to emphasize that it is random. In light of the models of the preceding sections, the object 

and the image are related by: 

I{m,n) = Y,(Nii + NObieetij)hd{i-m,j-n), (10) 
ij 

where N^ is the number of dark-noise electrons at the MCP's (i, j)th input pixel, and N°bjectij 

is the number of object photoelectrons at the [i,j)th pixel of the MCP generated by the TE 

photocathode. The random quantity N°bject is assumed to be Poissonian with a mean value 

that is proportional to the atmospherically blurred image intensity i. Note that i is obtained 

using (6) or (7). 

V. Statistical analysis 

In this section, we provide expressions for the mean and the variance of the of the some 

random quantities introduced in earlier sections. 
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A. Statistics of the PSF of the MCP 

By taking an ensemble average (denoted by the symbol E) of the expression given by 

(III-A) we obtain 

E[hd(m, n)} - /iG//.4/i0(m, n), 

where \xG = E[G] and \iA = E[Ak] are the means of the gain associated with the first and 

second stages of the MCP, respectively. The function h0(m,n) is defined as 

h0(m,n) = ^2Y^PijS{m - i,n - j), 
i      j 

where pij is the probability that an electron at location (0, 0) in the first stage is transferred 

to location (i, j) in the second stage. A more detailed analysis yields an expression for the 

variance u\   of (III-A): 

a\d = {HG(OA + VA
2
) + {OQ ~ HG)HA2h0(m,n)}h0(m,n)i 

where o2
G and a\ are the variances of G and .4^, respectively. 

The autocorrelation function of hd is necessary in determining the variance of the detected 

image. The expression for the autocorrelation function is lengthy and it is not included in this 

report. However, its effect on the variance of the output image will be given. In particular, 

if we assume that an object i(m, n) is applied as the input to a system represented by a 

random PSF hd, then it is straight forward to show that the mean of the output E[y(m, n)] 

is given by the convolution i(m, n) * E[hd], and the variance a2
y is given by 

al   =   (vG + VG2-ßG){ho{m,n)2*i{m,n)) 

+   (ßG
2 -/j,G){h0{m,n)*i{m,n))2 

+   fj,G{a2
A- ßA){h0(m,n) *i2{m:n)). 

The above expression shows that the NMP spread is determined by the width of the function 

h0(m,n). 
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VI. Simulation results 

The combined model given in (10) was simulated using a test image shown in Fig. 2 

which consists of a 64 by 64 binary image. The simulations are performed using MATLAB 

(version 5.0) on a Pentium PC and SPARC-20 SUN Workstation. The author will provide 

n 30 « SO i0 

Figure 2. Test image used in all simulations 

the reader with a copy of the MATLAB programs upon request. All the simulations make 

the following assumptions: The gains of each MCP is 100, and their variances is 10. The 

available number of photons per pixel is 50. The detector quantum efficiency is unity, and 

the tilt is at most a single pixel per consecutive frames. 

A.  Single frame results 

Figure 3 shows the image obtained when four consecutive frames are observed for various 

values of background noise. The signal-to-noise parameter is defined as the ratio of the 

image photons to the noise photons. The MCP maximal spread is assumed to be 2. Figures 

3 (a)-(c) assumes the operation in an unsaturated mode while (d) assumes a saturation 

mode. 

The degrading effect of background noise on contrast is noticeable in general but becomes 

much more severe when the MCP is operated in the saturation mode. This result is expected 

since any pixel containing as low as a single dark electron will result in a bright (saturated) 

pixel). 
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The key issue here is that the tilt can change by at most one pixel from frame to frame. 

However, this tilt can build up to generate a blur if the frames are averaged. The results 

of this subsection correspond to the case when the time between frames is short enough 

that the change in the refractive index of the atmosphere is small. This small change in the 

refractive index may result in a maximum change of one pixel in the tilt. As discussed in 

Sectionll, the location of the shift obeys a random walk process in two dimensions. A MCP 

spread of 2 and 3 are assumed in generating Figs. 4 and 5, respectively. The increase in blur 

is evident from these figures as the MCP spread'increases. 

B. Independent multiple frames 

When frames are separated by a relatively long periods of time, the individual shifts can 

be assumed to be statistically independent. The change in the tilt can therefore be more 

than one pixel per frame. A limit on the maximum change in tilt should be imposed based to 

physical assumptions about the physics of turbulence. Figures 6 and 7 show an average over 

four independent frames. It is seen that the performance is inferior to that of consecutive 

frames. 
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(d) SNR = 100, saturated intensifier 
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Figure 3.   Simulation of the imaging system using four frames for different values of SNR. The 

image in (d) is obtained when the MCP is in a saturation mode. 
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(a) Transfer function of turbulance 
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(b) Turbulance limited image 
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Figure 4. Simulation of the imaging system using four consecutive frames for SNR = 2 and MCP 

spread of 2 pixels, (a) DFT of the turbulence-limited point spread function; (b) turbulence limited 

image, and; (c) detected image, and; (d) horizontal (*) and vertical (o) tilt as a function of frame 

number k. The MCP is assumed to be in an unsaturated mode. 
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(a) Transfer function of turbulance 
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(c) Detected image 
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Figure 5. Simulation of the imaging system using four consecutive frames for SNR = 3 and MCP 

spread of 2 pixels, (a) DFT of the turbulence-limited point spread function; (b) turbulence limited 

image, and; (c) detected image, and; (d) horizontal (*) and vertical (o) tilt as a function of frame 

number k. The MCP is assumed to be in an unsaturated mode. 
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(a) Transfer function of turbulance (b) Turbulance limited image 

20      40      60      80      100     120 20       30       40       50       60 

(c) Detected image 

10      20      30      40      50 

(d) Temporal evolution of Tilt 
-* * © 

2 3 
Frame number k 

Figure 6. Simulation of the imaging system using four consecutive frames for SNR = 2 and MCP 

spread of 2 pixels, (a) DFT of the turbulence-limited point spread function; (b) turbulence limited 

image; (c) detected image, and; (d) horizontal (*) and vertical (o) tilt as a function of frame number 

k. The MCP is assumed to be in an unsaturated mode. 
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(a) Transfer function of turbulance (b) Turbulance limited image 
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Figure 7. Simulation of the imaging system using four consecutive frames for SNR = 3 and MCP 

spread of 3 pixels, (a) DFT of the turbulence-limited point spread function; (b) turbulence limited 

image; (c) detected image, and; (d) horizontal (*) and vertical (o) tilt as a function of frame number 

k. The MCP is assumed to be in an unsaturated mode. 
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VII. Conclusions 

We have developed a stochastic model that captures aspects of degradation due to tur- 

bulence and uncertainty in photodetection and intensification in gated imaging systems. 

Experimental results in the literature have shown that real-time integration imaging results 

in a superior performance than frame-by-frame averaging. This study models turbulence by 

a slowly time varying random thin screen in the aperture plane. We consider only the tilt 

effect the thin screen since tilt represents the major source of degradation. By developing a 

stochastic model with slow time variation for the thin screen, we have been able to simulate 

the main features of the the experimental results. The slow variation in the thin screen 

is modeled by a a two-dimensional random walk. When captured images are separated by 

large time intervals, realizations of the thin screen are practically independent. The tilt 

from frame to frame can therefore be much larger than the case when frames are collected 

within a short time (as is the case in real-time integration). This model thus asserts that the 

tilt can vary within a certain small range from frame to frame if the time between frames 

is small. On the other hand, if the time between frames is large, there will be a random 

buildup of tilt variation in the time between frames resulting in large overall change on tilt. 

Our simulations suggest that there is a tradeoff between the number of successive frames 

used and atmospheric blur if images are averaged. This raises a fundamental question in 

statistical image recovery: W'hat is the optimal exposure time in the sense of minimizing the 

mean square error? In principle, this questions can be addressed in the context of statistical 

signal processing now that a statistical model for the temporal variation in the image is 

formulated. The author plans to pursue this question in future studies. 

This study also addresses the reduction in the resolution and contrast due to uncertainty 

in the response of TE photocathode detectors and MCP image intensifies. A model has been 

developed that captures the degrading effect of dark noise. Simulations show that when the 

MCP is operated in the saturation mode, dark current significantly reduces contrast. The 

model also captures the spread introduced by the MCP as a result of electron spreading to 

neighboring channels as they are transferred from one stage of the MCP to the other. In 

addition, the random multiplication gain associated with the MCP stages are also captured 

in the model. We have derived analytical expressions for the mean and the variance of the 
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point spread function of the intensifier. Different MCP spread parameters were considered 

in the simulations to illustrate the blur associated with the MCP intensifies. The param- 

eters of the model can be estimated from measured test data a-priori. The model for the 

detection/intensification is then combined with the model for turbulence to give a complete 

stochastic model for the imaging system. 
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NMR STUDY OF THE DECOMPOSITION REACTION PATH OK 
DEMNUM FLUID UNDER TRIBOLOGICAL CONDITIONS 
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Abstract 

It has previously been shown using 19F nuclear magnetic resonance (NMR) 

spectroscopy that Demnum fluid undergoes decomposition by a disproportionation 

reaction mechanism to form acid fluorides when heated in the presence of 

aluminum chloride.  It is shown in this study that Demnum fluid decomposes at 

345C in the presence of dry air and bearing steels to form the same acid 

fluorides.  Consequently, the same disproportionation reaction mechanism must 

be involved under these conditions as well.  Then it is shown that these acid 

fluorides readily undergo hydrolysis to carboxylic acids when they are exposed 

to atmospheric moisture.  Finally, carboxylic acids, not acid fluorides, were 

detected in highly stressed Demnum fluids exposed to the atmosphere after 

recovery from fatigue testing experiments.  Therefore, it is concluded that 

under tribological conditions, Demnum fluid initially decomposes in the 

presence of bearing steels by a disproportionation reaction mechanism to form 

acid fluorides which subsequently react with atmospheric moisture to form 

carboxylic acids. 
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NMR STUDY OF THE DECOMPOSITION REACTION PATH OP 
DEMNUM FLUID UNDER TRIBOLOGICAL CONDITIONS 

Larry S. Helmick 

Introduction 

Perfluoropolyalkyl ethers (PFPAE) are presently being investigated as liquid 

lubricants for aerospace applications because of their broad liquid 

temperature range, favorable temperature/viscosity characteristics, and low 

chemical reactivity (1-3).  However, it is now known that PFPAE fluids are 

susceptible to decomposition under tribological conditions (4,5), or when 

simply heated in the presence of metallic structural and bearing materials 

(6,7).  Decomposition appears to occur because the surfaces of these materials 

can easily be converted to metal fluorides which catalyze decomposition of the 

fluid (6,8). 

The reaction mechanism for decomposition of Demnum fluid to acid fluorides in 

the presence of the Lewis acid catalyst aluminum chloride has been reported 

(9,10).  However, at elevated temperatures in a Cameron-Plint tribometer where 

the fluid is exposed to metal surfaces as well as the atmosphere, carboxylic 

acids, not acid fluorides, have been detected by Fourier transform infrared 

(FTIR) spectroscopy (11-13).  A possible decomposition reaction path (Figure 

1) involving initial formation of acid fluorides followed by hydrolysis of the 

acid fluorides to carboxylic acids by moisture in the atmosphere was suggested 

to account for these results.  However, no specific experimental data was 

presented to support this potential reaction path. 
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It is important to know this reaction path in order to devise potential ways 

to prevent it from occurring and thus improve the chemical and thermal 

stability of the fluid under high temperature tribological conditions. 

Therefore, it was the purpose of this study to demonstrate that Demnum fluid 

does indeed initially decompose in the presence of bearing steels to produce 

acid fluorides, and that the acid fluorides can readily be hydrolyzed by 

moisture in the air to form carboxylic acids.  Thus, detection of carboxylic 

acids, not acid fluorides, following tribological experiments involving 

bearing steels in the presence of ambient air would be expected. 

Experimental Procedures 

Materials:  Demnum S-65, a commercially available linear PFPAE fluid produced 

by Daikin Industries, was used in this study.  It has a C/0 ratio of 3/1 and a 

kinematic viscosity of 12 cst at 100C.  The five bearing steels used in the 

thermal tests were 4140, 52100, 410, M50, and 440C. 

Thermal Tests:  Twenty mL of Demnum was heated at 345C for 48 hours in a 

standard micro oxidation-corrosion apparatus (14) containing the five bearing 

metals with 1 L/Hr flow of dry air. Low boiling decomposition products which 

distilled out were collected with a IOC condenser protected from atmospheric 

moisture with a calcium sulfate drying tube.  Both the residual Demnum 

remaining in the reaction tube as well as the distillate were transferred to 

NMR tubes in a dry bag to protect from atmospheric moisture any acid fluorides 

which may have been formed.  The NMR tubes were capped and immediately 

analyzed to determine the structure of the decomposition products.  The caps 

were then removed to expose the solutions to the atmosphere at room 
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temperature to determine if the reaction products could readily be hydrolyzed 

by atmospheric moisture to carboxylic acids. 

NMR:  A Varian VXR-300 300MHz NMR was used to obtain the proton as well as the 

19F spectra of the fluids.  Samples were dissolved in fluorotrichloromethane 

(approximately 50% concentration).  Chemical shifts are slightly concentration 

dependent.  For proton spectra, 512 scans were obtained at 299.9 MHz over a 

range of 16 ppm. Chemical shifts of the proton spectra are reported relative 

to chloroform at 7.24 ppm.  For 19F spectra, 1000 scans were collected at 

19 282.2 MHz over a range of 210 ppm.  Chemical shifts of X'F are reported 

relative to fluorotrichloromethane at 0 ppm. 

Tribometer:  Fluids were stressed until failure (27-35 hours) on a modified 

Ball-on-Rod Rolling Contact Fatigue Tester (15) using M50 steel balls at 316C, 

3600 rpm, and 4.8 GPa load.  The fluid was dripped unto the bearing and was 

stressed in the hot contact zone, which was not open to the atmosphere, for 

several seconds before draining into a collection reservoir exposed to the 

atmosphere.  NMR spectra were run on the recovered fluid after exposure to the 

atmosphere. 

Results 

Figure 1 shows the reaction path previously proposed for decomposition of 

Demnum fluids under tribological conditions (12). It also shows the NMR 

chemical shifts for the various types of fluorine found in Demnum, the acid 

fluoride, and the final carboxylic acid products.  These chemical shift 
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assignments for Demnum and the acid fluoride are in agreement with those 

previously reported by Kasai and Wheeler (10). 

19 Fxgure 2 is the  F NMR spectrum of unstressed Demnum with the chemical shift 

assignments for fluorines 1-8 shown.  The signal at 0 ppm is the 

fluorotrichloromethane reference. 

Figure 3 shows the 19F NMR spectrum of the distillate obtained from the 

oxidation-corrosion apparatus by heating Demnum in the presence of bearing 

metals and dry air.  The decrease in intensity of peaks 4-6 relative to peaks 

1-3 is due to the decrease in molecular weight of the material as the polymer 

is cleaved.  That this material consists primarily of acid fluorides is easily 

determined from the presence of a carbonyl stretch absorption band at 1883 

cm"  in the FTIR spectrum, the characteristic acyl fluorine (11) at +23.3 ppm, 

and the two distinctive CF2 groups (9 and 10) next to the carbonyl group 

(-85.5 and -121.4 ppm) in the NMR spectrum.  Integration shows y to have an 

average value of 2, but that there must be a small amount of additional 

material present which contains C3F7 on both ends of the molecule. 

Gas chromatography/chemical ionization mass spectrometry (GC/C1MS) shows that 

there may actually be as many as eight different compounds present in this 

material.  All three of the acid fluorides with Y=l-3 are definitely present. 

Then there are probably two more acid fluorides present with y=2 or 3 which 

have C2F5 rather than C3F7 end groups.  In addition, there are probably two 

compounds with C3F7 groups on both ends of the molecule as expected from the 

NMR spectrum, C3F7(OC3F6)yOC3F7 where y=2 or 3.  And finally, there is 
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probably one corresponding compound with one C2F5 end group, 

C2F5(0C3F6)30C3F7.  A^- of these compounds would be expected to be formed if 

Demnum decomposes by a disproportionation reaction mechanism under these 

conditions. 

This NMR spectrum and the one for the residue (not shown) are essentially 

identical to those obtained by Kasai and Wheeler (10) for the distillate and 

residue resulting from heating Demnum in the presence of aluminum chloride. 

Consequently, the same reaction mechanism must be occurring under both sets of 

conditions.  This is reasonable to expect since the surfaces of bearing steels 

are well known to be readily converted to metal fluorides by the initial 

decomposition products of PFPAE fluids.  The metal fluorides then act as 

catalysts for further decomposition by the same disproportionation reaction 

mechanism observed for aluminum chloride (11). 

Figure 4 shows the 19F spectrum after the acid fluoride has been exposed to 

the atmosphere for several hours.  That this must be the spectrum of a 

carboxylic acid is easily determined from the absence of the acyl fluorine 

absorption band at +23 ppm as well as the subtle change in chemical shift for 

the two CF2 groups (12 and 13) next to the carbonyl group (-85.3 and -122.2 

ppm).  Furthermore, the proton NMR spectrum (not shown) displays a 

characteristic carboxyl proton peak at +9.9 ppm.  Both the O-H stretch and the 

C=0 stretch are observed in the FTIR spectrum (3556 and 1775 cm"1) as well. 

Finally, Figure 5 shows the  F spectrum of fluid recovered from a typical 

fatigue test after exposure to the atmosphere.  The vertical scale is expanded 
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to show the weak peaks.  (Very weak positive and negative peaks from -10 to 

-120 ppm are due to noise which is visible because of the expanded scale.) 

The absence of acid fluorides is apparent from the lack of absorption at +23 

ppm. The weak bands at -85.2 and -122.1 ppm correspond to those of the two CF2 

groups (12 and 13) next to the carbonyl group of a carboxylic acid, not an 

acid fluoride.  In addition, the carboxyl proton (14) is seen at +9.3 ppm in 

the proton NMR spectrum, and the O-H and C=0 stretches appear at 3556 and 1775 

cm" in the FTIR spectrum.  Consequently, it is clear that the same carboxylic 

acids produced in oxidation-corrosion tests are also produced in tribology 

experiments involving bearing steels if the fluid is exposed to atmospheric 

moisture. 

Conclusion 

The NMR data support the previously suggested decomposition reaction path. 

Under tribological conditions, Demnum fluids decompose initially to acid 

fluorides by a disproportionation reaction mechanism.  These compounds then 

undergo hydrolysis to form carboxylic acids by reacting with moisture in the 

atmosphere.  Consequently, detection of carboxylic acids, not acid fluorides, 

following tribological experiments involving bearing steels in the presence of 

ambient air is to be expected. 
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Figure   1:      DECOMPOSITON REACTION  PATH  OF  DEMNUM 
UNDER  TRIBOLOGICAL  CONDITIONS 

CF3   CF2  CF2   (O  CF2 CF2 CF2)x  O  CF2  CF3 
123 456 78 

Demnum 

Heat,  Metals 

CF3   CF2   CF2   (O  CF2 CF2 CF2)y  O  CF2 CF2 COF 
123 456 9      10     11 

Acid Fluorides 

Moisture 

CF3   CF2  CF2   (O  CF2 CF2 CF2)y  O  CF2 CF2 C02H 
12        3 4        5        6 12      13      14 

Carboxylic Acids 

GROUP CHEMICAL SHIFT (PPM) 

1 -81.8 
2 -130.1 
3 -84.2 
4 -83.2 
5 -129.1 
6 -83.2 
7 -88.5 
8 -87.4 
9 -85.5 
10 -121.4 
11 +23.3 
12 -85.3 
13 -122.2 
14 +9.9 (IN PROTON SPECTRUM) 
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Professor 
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Abstract 

Crystallographic textures in compressed tantalum were studied. A method has been devised 

to analyze the strength of the individual textural components in materials with fib er textures. 

Analyses of three batches of tantalum indicate that the final texture after forging is composed of 

[111] and [100] components. The relative strength of the two components depends on the texture 

before compression. Since the final mechanical properties depend strongly on texture, control of 

properties requires control of texture, including the starting texture. It is suggested that program 

to predict quantitatively the end texture from the starting texture would allow tighter control of the 
starting material. 
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INTENSITY OF [111] AND [100] TEXTURAL COMPONENTS 

IN COMPRESSION-FORGED TANTALUM 

W. F. Hosford 

Introduction 

Deformation of polycrystalline materials occurs by slip within the grains on specific planes 

and in specific directions. Such slip in a grain causes a rotation of the lattice changing its 
orientation. The result is a statistical orientation of the grains, or crystallographic texture. The 

existence of these textures strongly affects the properties of the material. 

Of particular interest to the Air Force are the textures developed in tantalum. After heavy 

compression of bcc metals many grains become oriented so that either their <111> directions or 

<100> directions are aligned with the sheet normal [1]. Experiments [2] and theoretical work [3] 

have shown that the relative number with each orientation depends on the texture before the 

compession and that the degree of the alignment increases with the compressive strain. Since the 
properties depend on the texture, to obtain reproducible properties it is necessary to control the 

texture. Of particular interest here is the relative number of grains oriented near [111] and near 

[100]. A very strong [111] component together with a weak [100] component would be 

desireable. 

Textures are measured by x-ray diffraction techniques. Today, the usual way of reporting 

the results of these measurements is in the form, of an inverse pole figure. These are plots of the 
frequency of a characteristic specimen direction (e.g. the fiber axis for a rod) relative to the cubic 
axes of the crystals. Figure 1 is an example of an inverse pole figure. It represent the orientation 
of the compression axis of a tantalum powder sample after radial compression to a strain of 0.83. 

It is clear that there are concentrations of orientations near [111] and near [100]. However it is not 

possible from this representation to determine the fractions of grains near these poles. One of the 
objectives of this work was to develop a method to quantitatively describe the textures. This was 
done by calculating from the numerical ODF output, the percent of the grains within a fixed angle 

of the two poles. Details of the calculation method are given in Appendix I. 
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Samples from Compressed Powder 

The first data set is from a disk made by isostatic compression of tantalum powder. One 

group of samples were then compressed various amounts in the through-thickness and another 

was compressed in the radial direction. Figures 2-4 are plots showing the percentage of material 

within 2.5, 7.5 and 12.5° of <111> and <100> poles. These figures indicate that the texture is 

fairly well developed by the time the true compressive strain equals 0.30 and fully developed at a 

true compressive strain of 0.60 (height reduction of 49%). The reason for the drop in the 

intensities for the radial specimens above a strain of 0.6 is not known, In principle the two sets of 

curve should coincide because the starting material was randomly oriented and there is no intrinsic 

difference between the two directions. 

Rolled Plate 

The second set of data is from specimens cut from a rolled plate. Half of the specimens were 

then compressed parallel to rolling direction and half in the transverse direction. Figures 5-8 show 

the development of their texture in these samples as a function of the amount of compression. 

Because the starting material was not isotropic, the curves for the rolling and tranverse direction 

differ. 

Rod Material 

A third set of data is from earlier work by O'Brien et al [2] conducted under an Air Force 

SBIR contract. The starting material was a round bar with a very strong [110] texture. Figure 9 

shows that 80% of the material is initially oriented within 12.5° of a <110> pole. Figures 10 and 

11 show that with this starting texture, compression produces a very strong [111] texture with few 

grains being oriented near [100]. 

Conclusions 

This work shows that the relative amounts of [111] and [100] components developed by 

compression depend on the texture before compression. Some orientations rotate toward [111] 

and some toward [100]. The resulting properties depend on the strengths of these two 

components. A [111] texture has the highest possible strength and the highest possible R-value 

while a [100] texture has the lowest possible strength and the lowest possible R-value. 
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Needed Work 

A computer model is needed to track the rotations of individual starting orientations. While 

there has been some computer modeling of texture developement in bcc metals, it is not possible 

from the published results to determine the rotation of individual grains, nor how the relative 

intensities of the two components depend on the starting texture. [3]. Furthermore the model used 

was not a pure pencil-glide model. 

The basic orientation triangle can be divided into the regions representing orientations that 

will eventually rotate to [111] or [100] under continued compression. Figure 12 shows this 

schematically. Work to establish the boundary between the two regions should be done. The 

results would allow prediction of end textures from starting rod textures. It could even be the basis 

for specification of material to be forged, since it would allow early rejection of material that would 

not meet the necessary property requirements after forging. 

Summary 

A method has been devised to analyze the texture strength in tantalum. 
Analyses of three batches of tantalum indicate that the final texture after forging is composed 

of [111] and [100] components. The relative strength of the two components depends on the 

texture before compression. 
Since the final properties depend strongly on texture, control of properties requires control of 

texture, including the starting texture. A program to predict quantitatively the end texture from the 

starting texture would allow tighter control of the starting material. 
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1. C. S. Barrett, Structure of Metals, 2nd. ed., 1950, J. Wiley 
2. J. M. O'Brien , W. F. Hosford, and R. L. Landrum, "Mechanical and Physical Properties of 
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Tantalum," Met. and Mat,. Trans. A, 28A (1997) pp. 113-122. 
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Figure 1. Typical Inverse Pole Figure of a Quadrant of a Tantalum after Compression (left) 
The peaks at the north pole and at 0 and 90° on the equator a indicate strong [100] component  The 
center peak indicated a strong [111] texture component. The same texture data is plotted at right in 
the basic orientation triangle with corners at [100], [010] and [111]. Note that, although the the 
strong [100] and [010] components are obvious, the relative numbers of grains with near-[100] 
and near-[l 11] orientations are not apparent from this inverse pole figure. 
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Figure 2   The percent of the grains oriented within 2.5° of [111] and of [100] in the powder 
metallurgy tantalum after compression in two directions. T indicates through-thickness 
compression and R indicates radial direction compression. 
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Figure 3  The percent of the grains oriented within 7.5° of [111] and of [100] in the powder 
metallurgy tantalum after compression in two directions. T indicates through-thickness 
compression and R indicates radial direction compression. 

Figure 4  The percent of the grains oriented within 12.5° of [111] and of [100] in the powder 
metallurgy tantalum after compression in two directions. T indicates through-thickness 
compression and R indicates radial direction compression. 
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strain 

Figure 5  The percent of the grains oriented within 7.5° of [111] and of [100] in the tantalum plate 
arter compression in the rolling direction. 

Figure 6  The percent of the grains oriented within 12.5° of [111] and of [100] in the tantalum 
plate after compression in the rolling direction. 
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Figure 7.   The percent of the grains oriented within 7.5° of [111] and of [100] in the tantalum 
plate after compression in the transverse direction. 
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Figure 8.   The percent of the grains oriented within 12.5° of [111] and of [100] in the tantalum 
plate after compression in the transverse direction. 
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Figure 9. The intensity of the [110] rod texture in the C-material in the as-received condition. Note 
that about 80% of the material is oriented within 12.5° of [110], whereas if the texture were 
random only 14% would be. The data is from 
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Figure 10. Intensity of the [ 111] texture in the C material after compression forging. Note that 
after a 95% reduction over 95% of the grains are oriented within 12.5° of [111]. Processing of 
material C was reported in ref. 2. 
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Figure 11.   Intensity of the [100] texture in the C material after compression forging. Note that 
after a 95% reduction less than 2% of the grains are oriented within 12.5° of [100]. Data from ref. 
2. 
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Figure 12.   Schematic drawing of the basic stereographic orientation triangle, showing possible 
rotations of grains toward [111] or [100]. Establishment of the boundary separating these two 
rotations would permit allow prediction of the relative intensity of [111] and [100] components 
after compression forging. Data from reference 2. 
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APPENDIX:   Method of Analysis. 

A typical set of data for a fiber textured material orientation quadrant is shown in Table 1. 

The data are arranged in the rows that can be thought of as latitude, §, and columns that are 

analogous to longitude, 9, (figure A-l). These are intensities of the fiber axis plotted relative to the 

cubic crystal axes with [001 at the north pole (top row), [100] at the lower left hand corner, and 

[010] at the lower right hand corner. The [111] pole is located at a latitude <(> = 35.26° and a 

longitude, 0 = 45°. The matrix is symmetric about 8 = 45°. 

For bcc metals compression tends to form a crystallographic texture with two major 

components with <111> and <100> aligned with the fiber axis in an inverse pole figure (Figure 1 

of the text). Although these two components are apparent, a quantitative figure for the relative 

strengths is not apparent. 

One simple way of quantifying the texture is determine the fraction of the grains oriented 

within a fixed angle, \|/*, of these two ideal orientations. For this report, y* = 2.5°, 7.5° and 

12.5° were taken as the fixed angle. To accomplish this, the following method of anaysis was 

adopted. Each datum in the data set represents the intensity over a region of A6 = 5° by A(|) = 

5°, except at the north pole and at the equator where the A§ represented is 2.5°. The relative 

number of poles within \|/* of hkl, N(8,<j>,\}/*), was calculated as 

N(e,<MO = zex0[i(e,(t>)-A(e,<|>)-F(e,<|),i|/*)] 1 

where l(9,(|)) is the intensity datum at (0,<))) (e.g. Table I), A(9,<|)) is the relative spherical area 

represented by the datum at 9,<|), and F(9,(|),\|/*) is the fraction of the spherical area within \j/* of 
hkl. 

The term, A(9,<J)), is the spherical area represented by the datum. The area of a spherical 

zone bounded by the latitude §-\ and §2 is, zone area = 27t(cos<|>-| - COS^), where §-\ and 

<t>2 are the bounding values of the spherical zone represented by the data at ((). For all of the points 

between 5° < <|> < 85°, <t>-| = <}> - 2.5° and 02 = 0 + 2-5°- For the data at <p = 0°, §-\ = 

0° and 02 =2.5°. For <\> = 90°, $1 = 87.5° and <t>2 =90°. 

The area A(9,<{)) represented by a datum at <\>, 9 is 

A(0,(t)) = (siru|)i - siri(t>2)A0 2 

where A9 is 5° for 5° < 9 < 85° and 2.5° for 9 = 0° and 90°. 

The term F(0,(t),\|/*) is the fraction of the spherical area represented by the data point that 

lies within an angle, y*, of hkl. First the angles, \\f, between the orientations, (9,4>) and the hkl 

pole were calculated using the relations for a spherical triangle as below: 
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For the [111], 
cosy = • V(1/3)sin<|> + V(2/3)cos(|)COs(45-0), 3 

for [001], 

cos\j/ = 90-<|), 4 

and for [100] and [010], 
cos\|/ = cos<J)COs8      and    cosy = cos())Sin0. 5 

For [101], 

cosy = [(1/V2)sin()> +(1/V2)cos<|)COs8]( 6.. 

for [011] 

cos\|/ = [(1/V2)sin<|) +(1/V2)cos(|>sine] 7. 

and for [001] 

cosy = [cos())Cos(e-45)] 8. 

The calculated values y are listed in Table n. These were used to calculate the values of 

F(e,<Mf*) as 
F(9,<|>,y*) = 1 for y < (y*-2.5°) 9. 

(i.e. when the sector represented by (6,<t>) lies entirely within \|/*) or as 

F(6,<i>,\|/*) = 0 for y > (y* + 2.5°) 10. 

(i.e. when the sector represented by (9,0) lies entirely outside of y*) or as 

F(e,4>,\|/*) = (y* +2.5° -\|/)/5° for (y*-2.5°) < y < (\|/* + 2.5°) 11. 

(i.e. if the sector represented by (9,())) lies partially within \|/*). 

The values of F(6,<|>,\|/*) are given in Table III for y* = 2.5°, 7.5°. and 12.5°. 

To normallize N(0,<{),\|/o) so that it represents the fraction of the grains within \|/* of hkl, it 

is divided by the total number of grains in the hemisphere: 

Ntotal = 2e^[i(e,(|»)-A(ef(|))], 12. 

which is equivalent to equation 1 with F(9,()),\|/*) = 1 for all elements. 

Therefore the fraction of the grains oriented within y* of hkl, f(y*,hkl), is 

f(¥*,hkl) = N(0,4w*)/Ntotal 

= ie2^[i(e,<i>)-A(e,0)-F(e,0tv*)]^^[i(e,0)-A(e,(|>)]l 13. 
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010 

Figure A-l Standard Cubic Projection,with [001] at the North Pole and [100] at the Center. 
Showing the Angles 6 and §. The [111] pole is located at 0 = 45° and 0 = 35.26° 

36-14 



Table I A Typical Set of Data from the ODF Output. 
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Table II   Angles, y, between Various Orientations and [hkl] 

Angles, y. from f111] y = cos-1 [<1/V3)sin<|> + V(2/3)cos())Cos(0 -45)] 
phi 
20 
25 
30 
35 
40 
45 
50 
55 

theta/ 45° 
15.264 
10.264 
5.264 
0.264 
4.736 
9.736 

14.736 
19.736 

40750° 
15.887 
11.133 
6.739 
4.097 
6.171 

10.454 
15.179 
20.036 

35755° 
17.624 
13.405 
9.923 
8.179 
9.219 

12.359 
16.436 
20.909 

-1l 

30760 
20.186 
16.508 
13.666 
12.259 
12.768 
15.000 
18.336 
22.286 

25765° 
23.300 
20.054 
17.61 
16.33 
16.49 
18.051 
20.698 
24.074 

theta / 
Angles, \|/. from f 1001 and [010] \j/ = cos"1 [cos^cosG)   or = cos"1 [cos<|>sine) 

20770° 
20.000 
20.591 
22.269 
24.814 
27.991 

phi 
0 
5 
10 
15 
20 

0790° 
0 
5 
10 
15 
20 

5785° 
5.000 
7.0666 
11.169 
15.793 
20.591 

10780° 
10.000 
11.169 
14.106 
17.964 
22.269 

15775° 
15.000 
15.793 
17.964 
21.091 
24.814 

Angles. \|/. from f001].    y = <|> 
phi all theta values 
0 0.000 
5 5.000 
10 10.000 
15 15.000 
20 20.000 

Angles. \\i, 

phi\theta 
25 
30 
35 
40 
45 
50 
55 
60 
65 

from [101] and [011] \|/ = cos"1[(1/V2)sin(|> +(1A/2)cos<f>cos6] or 
= cos"1[(1A/2)sin<{) +(1/V2)cos(|>sine] = COS" 

0,90 
20 
15 
10 
5 
0 
5 

10 
15 
20 

5,85 
20.400 
15.507 
10.703 
6.209 
3.535 
6.031 

10.497 
15.295 
20.190 

10,80 
21.572 
16.937 
12.576 
8.898 
7.067 
8.393 

11.862 
16.146 
20.747 

15,75 
23.385 
19.081 
15.188 
12.112 
10.591 
11.862 
13.835 
17.469 
21.641 

20,70 

21.720 
18.218 
15.522 
14.106 
14.354 
16.189 
19.160 

25,65        30,60 

21.480 
19.031 
17.606 
17.520 
18.722 
21.124 

21.07 
20.72 

from [110] 
phi\theta 
o 
5 
10 
15 
20 

\|/ = cos 
45 
0 
5 
10 
15 
20 

■1 [cos())COs(e-45)] 
40,50 

5 
7.061 

11.117 
15.793 
20.591 

35,55 
10 
11.117 
14.106 
17.963 
22.269 

30,60 
15 
15.793 
17.963 
21.091 

25,65 
20 
20.591 
22.269 
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Table III Fraction of Data, F(e,<>,v*), within \\f* = 2.5° 7.5° and 12.5° of [hkl] 

[111],   v* = 2.5° 

phi     theta/        45°        40°/50° 
30                       0.0             0.0 
35                          0.9472         0.1806 
40                          0.05288       0.0 
45                          0.0              0.0 

[1001 and KM 01. w* = 2.5°_ 

phi theta/            0/90°     5/85°. 
0                          1.0             0 
5                           0.0              0.0 

[001]. \|/*= 2.5° 
phi            all theta values 
0                          1.0 
5                           0.0 

[1111   \|/* = 7.5° 

phi     theta/        45°        40/50° 35/55° 
25                          0.0              0.0 0.0 0.0 
30                           0.9472         0.6522 0.0154 0.0 
35                            1.0               1.0 0.3642 0.0 
40                            1.0               0.7658 0.1562 0.0 
45                           0.053           0.0 0.0 0.0 

[100]andr010l. w* = 7.5° 

phi theta/            0/90°     5/85° 80/10° 
0                            1.0              1.0 0.0 
5                             1.0              0.867 0.0 
10                           0.0               0.0 0.0 

[0011. \|/*= 7.5° 
phi           all theta values 
0                             1.0 
5                          1.0 
10                          0.0 
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Table III (continued^ 

phi 
20 
25 
30 
35 
40 
45 
50 
55 

[111]. y* = 12.5° 
theta/ 

0.0 
0.9472 
1.0 
1.0 
1.0 
1.0 
0.0528 
0.0 

45° 40/50c 

0.0 
0.7734 
1.0 
1.0 
1.0 
0.9092 
0.0 
0.0 

35/55c 

0.0 
0.319 
1.0 
1.0 
1.0 
0.5282 
0.0 
0.0 

30/60 
0.0 
0.0 
0.2668 
0.5482 
0.4460 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

phi 
0 
10 
15 
20 

[1001 and [010] \|/* = 12.5C 

theta/ 0/90° 
1.0 
1.0 
1.0 
0.0 

5/85° 
1.0 
1.0 
0.7662 
0.0 

10/80° 
1.0 
0.7662 
0.1788 
0.0 

15/75° 
0.0 
0.0 
0.0 
0.0 

[001]. \|/* = 12.5°. 

phi all theta values 
0 
5 
10 
15 

1.0 
1.0 
1.0 
0.0. 

[1011 & [011] 
phi\theta    0,90c 

40 
45 
50 

0 
1.0 
0 

y* = 2.5° 

5,85° 10,80° 
0 0 
0.293 5 
0 0 

[110] 

phi\theta 
0 
0 

45° 
1 
0 

= 2.5° 

40,50c 

0 

[101] & [011] 

phi\theta    0,90° 

35 
40 
45 
50 

0 
1 
1 
1 

x\r* = 7.5° 

5,85°   10,80° 

0 
0.7582 
1 
0.7398 

0 
0.2204 
0.5866 
0.3214 

15,75c 

0 
0 
0 
0 

[110] 
phi\theta 

0 
5 

10 
15 

1 
1 
1 
0 

y* = 7.5° 
45°    40,50c 

1 
0.5878 
0 
0 

35,55c 

0 
0 
0 
0 

36-18 



Table III (continued) 

[101l&f011l \j/* = 12.5° 

phi\theta 0,90c >    5,85° 10,80°     15,75°       20,80 25,85 
30 0 0 0             0 
35 0.8594 0.4854      0 0 
40 1 1              0.5776      0 
45 1 1              0.8818      0.1788 0 
50 1 1              0.6276      0.1292 0 
55 0.9006 0.6276      0.2330      0 
60 0 0 0    .         0 

I11DL \jf* = 12.5° 

phi\theta 45° 40,50° 35,55° 30,60° 
0 1 1 1 0 
5 1 1 0.7766 0 
10 1 0.7766       0.1788 0 
15 0 0 0 0 

[ioii &roin V * = 17.5° 

phi\theta 0,90° 5,85°      10,80°            15,75°  20,80 25,85 
25 0 0 0             0 
30 1 0.8986 0.6126      0.18387    0 
35 1 1               0.9624      0.3464 0 
40 1 1               1 0.8956 0.1938 0 
45 1 1               1 1 0.4788 0 
50 1 1               1 1 0.4960 0 
55 1 1               1 0.7622 0.2556 0 
60 1 0.9410 0.7708      0.5062      0.1680 0 
65 0 0 0 0              0 0 

[1101 \|/* = 17.5° 

phi\theta 45° 40,50c 35,55° 30,60°       25,65 
0 1 1 1 1 0 
5 1 1 1. 0.8414 0 
10 1 1 1 0.4074 0 
15 1 0.8414       0.4074 0 

20 0 0 0 
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A STUDY OF A DATA-PARALLEL IMPLEMENTATION OF 
AN IMPLICIT SOLUTION OF THE 3D NAVIER-STOKES 

EQUATIONS 

David E. Hudak 
Associate Professor 

Department of Mathematics and Computer Science 

Ohio Northern University 

A preliminary parallel version of the FDL3DI application from Wright Laboratory was developed 
using MPI on an IBM SP2. This report describes the overall design of the parallel code and estimates 
the performance of the code. For this data-parallel implementation, a single grid is broken into 
subgrids and each subgrid is assigned to a separate processor. The boundary points are exchanged 
between processors as necessary. Parallel I/O features were written which produce identical results 
for sequential and parallel restart files, allowing restart files to be moved between sequential and 
parallel platforms. 

This approach required extensive modifications to the source but allows for high levels of paral- 
lelism. Experimental runs show that the solution for a grid of size 140 x 140 x 140 exhibits a speedup 
of 2.9 on four processors. These preliminary results demonstrate that parallel systems can provide 
significant performance improvements for this application. 
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A STUDY OF A DATA-PARALLEL IMPLEMENTATION OF 
AN IMPLICIT SOLUTION OF THE 3D NAVIER-STOKES 

EQUATIONS 

David E. Hudak 

1 Introduction 

The potential of massively parallel computer systems (MPPs) for the solution of large computational 

aeroscience problems has yet to be realized. In order for an application to attain high performance on 

a parallel computer it is essential that the problem is decomposed into subproblems such that the work 

is shared among the processors. This decomposition of a single problem into subproblems exploits data 

parallelism, and is achieved by splitting the global data set among the processors in such a way that the 

work load is distributed equitably, communication cost is kept as small as possible and the numerical 

accuracy of the problem is not compromised. However, the goals of balancing the work load, minimizing 

communication and maintaining accuracy within an application are often at odds, complicating the task. 

In this project, I performed performance analysis and implemented I/O functionality for a data-parallel 

version of the FDL3DI application currently under development at the the Aeromechanics Division of 

Wright Laboratory. FDL3DI solves the three-dimensional Navier-Stokes equations using the approximate- 

factorization algorithm of Beam and Warming in conjunction with a Newton subiteration procedure to 

enhance the accuracy for rapid fluid motion. The parallel version of the code was written using the MPI 

message-passing library on an IBM SP2. The sample problem was a model of uniform flow over a flat 

plate. 
This report is organized as follows. The sequential version of the FDL3DI application is examined and 

performance improvements are suggested in Section 2. The implementation of the data-parallel solution 

is discussed in Section 3. Experimental runs on the IBM SP2 are described in Section 4. 

2 Performance Estimate of Sequential Code 

2.1    Profiling 

In order to make recommendations on the improvement of sequential performance, statistics on the 

relative performance of subroutines were generated for the code. In order to understand the organization 

of the code, the FORGE Explorer [1] application was used to analyze the code. Explorer reported the 

call tree for the entire application. This information is included in Appendix A. 

Two basic methods of profiling were used. First, PC-sampling was used on the CRAY C90 and the 

Silicon Graphics workstations. Varying grid sizes and numbers of time steps were used to assess the 

impact of workload variation on the relative performance of sections of the code. The code was found 

to maintain relative performance independent of the size of the grid or number of time steps. Table 1 
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Machine Routine Hit Count 
CRAY RHSXZ 11% 
CRAY SQRT 9.5% 
CRAY VCROSX 6.3% 
CRAY VCROSY 5.9% 
CRAY VCROSZ 5.8% 

SGI VCROSX 13.7% 
SGI RHSXZ 10.7% 
SGI SQRT 8.3% 
SGI VCROSY 6.6% 
SGI VCROSZ 6.5% 

Table 1: Performance Results from PC-Sampling Profiles. 

Routine Number of Calls 
SQRT 5867355 

RHSXZ 195 
VCROSZ 195 
VCROSY 195 
SPENTA 1170 
TXIIRHS 195 
VCROSX 195 

Table 2: Performance Results from Basic-Block Count Profile on the SGI. 

summarizes important routines. 

Second, in order to more accurately determine the behavior of the routines in the code, pixie was used 

to obtain a basic-block count profile of the code on the Silicon Graphics machines. The grid size for this 

experiment was 41 x 41 x 41, so there were 39 interior points along each dimension. This information is 
summarized in Table 2. 

2.2    Analysis 

Due to the large impact of sqrt time on overall performance, the calls to sqrt were examined. At several 

locations in the code, a call to sqrt was found to be redundant since the value computed, (l./sqrt(2.)), is 

a constant. I replaced the call to sqrt with the value of the constant and again used basic-block counting 
to obtain the results in Table 3. 

Using this data, it is possible to model the number of calls made to sqrt. Let N be the number of 

interior grid points along one dimension (for the 41 x 41 x 41 grid, N = 39). The total number of calls 

made to sqrt per time step is 19N3 + SON2 + 20N. Clearly the 19 occurrences of sqrt which are called 
cubic-ally on N are the dominant factors. 

The space requirements for the application were generated by examining the data storage in COM- 

MON blocks. The storage can be approximated by 33/V3 + 6N2 + 5N + 100. Again, the 33 cubic terms 
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Routine Number of Calls 
SQRT 5866575 

RHSXZ 195 
VCROSZ 195 
VCROSY 195 
SPENTA 1170 
TXIIRHS 195 
VCROSX 195 

Table 3: Basic-Block Count Profile on the SGI without some sqrt calls. 

dominate. 

2.3    Algorithmic Restructuring 

Restructuring of computations is possible to reduce the total number of calls to the sqrt function. 

1. Computation involving GAM, P, and RHO. Computations involving Gamma, P, and RHO 

occur in TMSTEP, SPECTX, SPECTY, SPECTZ, SDIAGX, SDIAGY and SDIAGZ. These com- 

putations can be consolidated. The number of calls to sqrt would be reduced from 6N3 to N3, 

a savings of bN3. The total number of calls to sqrt would be reduced by 25%, for an estimated 

savings of 2.5% of the total execution time. The overhead involves increasing storage by N3. This 

would require an approximate 3% increase in overall storage. This restructuring will produce the 

greatest reduction in calls to sqrt. If the coding is feasible, I would recommend it. 

2. Computation involving XMU. Computations involving XMU occur in SWEEPJ1, SWEEPI, 

SWEEPK and SWEEPJ2. These can be consolidated by expanding XMU to a three-dimensional 

array. The number of calls to sqrt will be diminished from AN3 to N3, a savings of 3N3. The total 

number of calls to sqrt would be reduced by 15%, for an estimated savings of 1.5% of the total 

execution time. The overhead involves increasing storage for XMU from JV2 to N3. This would 

require an approximate 3% increase in overall storage. Again, if the coding is feasible, I would 

recommend it. 

3. Removal of constant calculation. Computations of (l./sqrt(2.)) occur in routines NIHRS, 

PIRHS, TXIIRHS and TZETRHS. Removal of these calculations will only save AN calls to sqrt 

per time step. However, there is no significant storage overhead involved in this optimization. I 

recommend its inclusion. 

4. Other possibility. Optimizations similar to the ones described above may be possible on the 

ETAX/ETAY computations in NIHRS and PIHRS. 

If all optimizations mentioned above were incorporated, the number of calls to sqrt would decrease by 

40% overall and the execution time could be expected to drop by 4%. The additional storage requirements 
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would increase overall storage by 6%. Since storage will be adequate on the SP2 to accommodate these 
restructurings, I urge their consideration. 

3    Parallelization Strategy 

Parallelization of an application for a message-passing system such as the IBM SP-2 involves two decisions 

First, a partition must be denned which allocates portions of the global data sets to the local memories 

of individual processors. Second, a format for messages must be established to ensure that processors are 

sending information according to the correct protocol, i.e., the right data to the right processor. 

3.1    Partitioning Strategy- 

Valid partitions are required to satisfy the following conditions similar to [7] [6]. 

1. Tessellation. The partition must tile the data set so that each point in the iteration space is assigned 
to exactly one processor. 

2. Identical by translation. Each partition should be the image of any other one by a translation, 

except for parts located near boundaries of the iteration space. This property ensures reasonable 
load balancing and efficient code generation. 

3. Straight Line Perimeters. In order to ensure tiling and simplify code generation, the perimeter of 
each part is composed of planes. 

4. Symmetry. This requirement is satisfied by most shapes that tessellate and are simple to code. 

The partitioning strategy chosen for this application was an extension of the multipartioning strategy 

devised by Smith et. al. [9] and examined by Jun [8]. Assume that a N x N x N is being partitioned for 

P processors. In this case, the algorithm creates P2 different partitions, each of size 

[£]x [£]x N 0) 
as illustrated for P = 4 in Fig. 1. Each of the major three-dimensional arrays, X, Y, Z, U, V, W, P, 
RHO and EDDY, are partitioned in this manner. 

The major computation in this problem centers around dimensional sweeps. For example a sweep 

along the I dimension would compute U(l,l,l), U(2,l,l), U(3,l,l), etc. This partition allows for all 

processors to simultaneously work during the sweeps along the J and K dimensions. The sweep along the 
I dimension remains sequentialized for this implementation of the code. 

In order to automate the process of assigning data parts to processors, the parts are numbered in a 

two-dimensional fashion as demonstrated by the NB and JB labels in Fig. 1. A part at location NB = x 

and JB = y for P processors is assigned to processor pid, where 

pid = mod(x + y, P) (2) 
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Figure 1: 2D Multipartitioning Strategy 

Border Expression for NB Expression for JB 
Top (K = 1) 

Bottom (K = KDM) 
Left (J = 1) 

Right (J = JDM) 

0 
NB 
pid 

mod(pid-l,P) 

pid 
mod(pid+l,P) 

0 
JB 

Table 4: Expressions for calculating border parts. 

In addition, the global boundaries can be computed from the processor identifier, pid, as described in 

Table 4. These boundary expressions were used in the periodic boundary conditions of the flat-plate 

problem. 

3.2    Interprocessor Communication 

Interprocessor communication occurs during the sweeps along the parallelized dimensions. In order to 

compute the correct answer, each processor must know whom it is sending data to, what data to send 

and how it should be packed into messages. Let us consider each question individually. 

In the partition illustrated by Fig. 1, sweeps along either parallelized dimension result in cyclical 

communication patterns. For example, in a sweep along the K-dimension, processor 0 always sends to 

processor 1, processor 1 always sends to processor 2, and so on as illustrated in Fig. 2. Note that for 

dimensional sweeps in the opposite direction (e.g., sweeping "down" along the K dimension and then 

sweeping "up") the communication pattern is reversed. 

The amount of data transmitted between processors may be different for the dimensional sweep along 

the K dimension as along the J dimension. In each case, the data transmitted (the border of the part) 

takes the shape of a two-dimensional plane. For communication along the K dimension, this plane has 

size [J^>M] x IDM and has size [ypM] x IDM for sweeps along the J dimension. These borders must 

be transmitted for each of the nine three-dimensional arrays. 

The current implementation of the code uses the MPI library for message passing [5]. In this im- 

plementation, one MPI message consists of a vector from each array involved in the computation. This 

means that the average message size is 9 x IDM and approximately [^] messages are sent for a general 
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Figure 2: Communication Patterns for Parallel Sweeps 
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Figure 3: 3D Multipartitioning Strategy 

N x N x N array in order to communicate across one border. 

It may be more efficient to use MPI datatypes for communication. For example, the periodic boundary 

conditions in the flat-plate problem were coded using an MPI datatype for a two-dimensional border. 

Using this border, I was able to send 9 messages of size [£] x I DM as opposed to the strategy discussed 

in the preceding paragraph. This method greatly reduces the number of message sent and will reduce 
message start-up overhead. 

3.3 Parallel I/O and Postprocessing 

I/O capabilities were built into this version of the code. Each processor currently reads in the entire 

restart file and updates its portion of the global data set. When computation is finished, each processor 

writes its own portion of the global data set into an output file. These data sets are then reassembled 

using a postprocessor into a single output file. This parallel I/O and postprocessor produce identical 

results for sequential and parallel restart files, allowing restart files to be moved between sequential and 
parallel platforms. 

3.4 Potential 3D Partitions 

Although not implemented, it is possible to extend the partitioning strategy to three dimensions. The 

partition is illustrated in Fig. 3. This would allow for more computation to be parallelized and hence 
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Processors AT = 41 # = 61 AT = 81 JV = 100 JV = 140 
1 4.5 17.7 45.4 92.4 261 
2 2.3 9.0 18.8 37.6 120 
3 2.2 8.1 18.1 35.6 100 
4 3.2 8.6 18.8 34.2 90 

Table 5: Timing in Seconds per Timestep of Flat Plate Problem 

should generate higher levels of parallel efficiency. However, this benefit must be weighed against the 

amount of communication and the programming difficulty. 

When evaluating computation and communication requirements of such partitions, it is useful to 

compare the volume of the partitions (which is proportional to the amount of computational load) and 

the surface area of the partitions (which is proportional to the amount of interprocessor communication) 

[4]. For the two-dimensional partitioning in Fig. 1 involving an N x N x N array split among P processors, 

the volume per part is £ x ^ x N and the total volume for all P parts per processor is ^-. The surface 

area for an interior part is 4 x ^ x N and, at P parts per processor has a total of 4N2. For the three- 

dimensional partitioning in Fig. 3, the volume per part is $• x $ x £ and the total volume for all P2 

parts per processor is again *£-. The surface area for an interior part is 6 x £ x £ and, at P2 parts per 

processor has a total of 6N2. 

From the above analysis, it is clear that the three-dimensional partitioning will generate considerably 

more communication (50% more). In addition, given that the experimental results in Section 4 demon- 

strate that a fairly large part size is required to generate good parallel efficiency, I recommend staying 

with the current partitioning strategy. 

4 Performance Analysis of Parallel Code 

A problem was generated simulating uniform flow over a flat plate. This problem was run in parallel 

on an IBM SP2 [3] [10] [2]. The execution time is given in Table 5. Speedup, defined as the ratio of 

sequential execution time to parallel execution time for an identical problem, is listed in Table 6. Parallel 

efficiency, defined as the speedup divided by the number of processors, is given in Table 7. Note that 

both speedup and parallel efficiency improve as the problem size increases. This indicates that this code 

will scale well to larger test cases and greater numbers of processors, provided that the size of each part 

remains large. 

5 Conclusion and Future Work 

In this report I have demonstrated that FDL3DI can be parallelized using a data-parallel decomposition 

across processors. There are a collection of items which must be investigated to allow for maximum 

performance. These remain important areas for future work. First, algorithmic restructuring which 

reduces redundant computations as described in Section 2.3 should be examined. In addition, it may be 
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Processors TV = 41 iV = 61 TV = 81 TV = 100 W = 140 
1 1.00 1.00 1.00 1.00 1.00 
2 1.95 1.96 2.41 2.46 2.18 
3 2.05 2.19 2.51 2.60 2.61 
4 1.40 2.06 2.41 2.70 2.90 

Table 6: Parallel Speedup of Flat Plate Problem 

Processors TV = 41 TV = 61 TV = 81 N = 100 7V = 140 
1 100% 100% 100% 100% 100% 
2 97.5% 98.0% 120% 123% 109% 
3 68.3% 73.0% 83.6% 86.7% 87.0% 
4 35.0% 51.5% 60.3% 67.5% 72.5% 

Table 7: Parallel Efficiency of Flat Plate Problem 

possible to gain additional performance in the sqrt sections of the code by using optimized sqrt functions. 

The IBM SP2 has two different sqrt libraries: the IEEE Math Library (libm.a) and the System V Math 
Library (libmsaa.a). 

The parallel efficiency of the code can be improved in multiple ways. First, the data alignment of the 

code can be improved. Current data alignment is consecutive by partition number. Alignment along the 

I dimension will improve performance. Second, the inclusion of MPI data types as described in Section 

3.2 will improve parallel efficiency as well. Finally, if additional parallelism is required, three-dimensional 
partitioning could be used. 
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A    FDL3DI Source Code Charts 

Call Subchai». 
lod. Statai 

1 
2 
3 
4 
5 
8 
7 
8 
9 
10 
11 
12 
13 
14 
IS 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
so 
51 
52 
S3 
54 
55 
56 
57 
58 
59 
60 

■SCODE 
IIITIA 

IIITIA/DO 1 L 
I IIITIA/DO 1 I 
I I IIITIA/DO 1 J 
I I I IIITIA/DO 1 
IIITIA/DO 2 I 
I IIITIA/DO 2 J 
I I IIITIA/DO 2 I 
IIITIA/DO 21 J 
I IIITIA/DO 21 I 
IIITIA/DO 3 H 
I IIITIA/DO 3 L 
I I IIITIA/DO 3 I 

HETRIC1 
HETRICi/DO 1 X 
I HETRICI/DO 1 J 
I I HETRICI/DO 1 1 
HETRIC1/D0 2 II 
1 HETRIC1/D0 21 I 
I I HETRICI/DO 21 
HETRIC1/D0 3 II 
I METRIC1/D0 31 I 
I i HETRIC1/D0 31 
HETRICI/DO 4 II 
I HETRICI/DO 41 J 
I I HETRIC1/D0 41 

THSTEP 
THSTEP/DO 1 E 
I THSTEP/DO 1 J 
I I THSTEP/DO 1 I 
THSTEP/DO 2 X 
I THSTEP/DO 2 J 
I I THSTEP/DO 21 : 
I I THSTEP/DO 22 ! 
THSTEP/DO 3 I 
I THSTEP/DO 3 J 
I I THSTEP/DO 31 : 
I I THSTEP/DO 32 : 

THSTEP 
UPDTQO 

OPDTQO/DO 1 I 
I UPDTQO/DO 1 J 
I I UPDT0.0/DO 1 I 

THSTEP 
SHEEPJl 

SHEEPJl/DO 1 JF 
I CXHU 
I I CXHU/DO 1 II 
I 1 I CXHU/DO 11 
I RHSXZ 
I I 
I I 
I I 
I I 
I I 
I I 
I I 

RHSXZ/DO 1 L 
t RHSXZ/DO 1 I 
I I RHSXZ/DO 1 I 
RHSXZ/DO 11 K 
i RHSXZ/DO 11 I 
RHSXZ/DO 2 I 
I RHSXZ/DO 2 I 

I RHSXZ/DO 21 L 
I I RHSXZ/DO 21 X 

<S.« 28> 

61: 1 1 till RISXZ/DO 21 I 
62: 1 1 1 1 RHSXZ/DO 27 I 
63: 1 1 I I I RHSXZ/DO 27 I 
64: 1 1 1 1 RHSXZ/DO 28 X 
65: I 1 1 I I RHSXZ/DO 28 I 
66: 1 1 1 I RHSXZ/DO 29 L 
67: I I 1 I I RHSXZ/DO 29 I 
68: 1 1 1 1 1 1 RISXZ/DO 29 I 
69: 1 1 1 I RHSXZ/DO 31 I 
70: I 1 1 i 1 RHSXZ/DO 31 I 
71: 1 1 I I RHSXZ/DO 32 I 
72: 1 1 I | I RHSXZ/DO 32 I 
73: 1 1 1 I RHSXZ/DO 33 L 
74: 1 1 1 I I RHSXZ/DO 33 X 
75: I 1 1 1 1 1 RHSXZ/DO 33 I 
76: 1 1 1 I VCROST 
77: I I 1 I 1 VCROST/DO 1 X 
78: 1 1 1 1 1 1 VCROSY/DO 1 I 
79: 1 1 1 I 1 VCROST/DO 2 K 
80: 1 1 1 1 1 VCROST/DO 21 I 
81: 1 1 1 1 1 VCROSY/DO 3 L 
82: 1 1 1 1 1 VCROSY/DO 31 K 
83: 1 I 1 1 1 I VCROSY/DO 31 
84: 1 1 I 1 VCROSY/DO 4 L 
85: 1 MM VCROSY/DO 4 X 
86: 1 M M 1 VCROSY/DO 4 
87: I 1 COIVRT 
88: I 1 I COIVRT/DO 1 II 
89: 1 1 I I COIVRT/DO 11 I 
90: 1 1 DAHPZ 
91: 1 1 1 DAHPZ/DO S X 
92: 1 1 1 1 DAHPZ/DO 5 I 
93: 1 1 1 DAHPZ/DO 1 L 
94: 1 1 I I DAHPZ/DO 2 I 
95: 1 MM DAHPZ/DO 2 I 
96: 1 1 I I DAHPZ/DO 3 I 
97: I 1 I 1 DAHPZ/DO 4 I 
98: 1 1 SDAHPZ 
99: i 1 1 SPECZ 
100: 1 1 1 1 SPECZ/DO 1 I 
101: 1 MM SPECZ/DO 1 I 
102: 1 Ml SPECZ/DO 2 I 
103: i MM SPECZ/DO 2 I 
104: 1 1 I SDAHPZ/DO 1 I 
105: 1 1 M 1 SDAHPZ/DO 11 X 
106: 1 Mil SDAHPZ/DO 12 X 
107: 1 1 I I SDAHPZ/DO 2 I 
108: 1 1 I I SDAHPZ/DO 4 I 
109: 1 MM SDAHPZ/DO 4 X 
110: 1 1 1 1 SDAHPZ/DO 5 I 
111: 1 1 I I SDAHPZ/DO 6 I 
112: 1 MM SDAHPZ/DO 6 X 
113: 1 1 1 I SDAHPZ/DO 7 I 
114: 1 1 I I SDAHPZ/DO 8 I 
115: i MM SDAHPZ/DO 9 X 
116: 1 II 1 1 SDAHPZ/DO 10 X 
117: I 1 1 RHSSOB 
118: 1 1 I I RHSSDB/DO 1 X 
119: 1 1 M 1 RHSSDB/DO 1 I 
120: 1 1 I I RHSSOT/DO 2 L 

Call Graph of FDL3DI generated from FORGExplorer 
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121: Mill  IHSSUB/DO 2 I 
132: 1   1   1   1   1   1 U35ÜB/D0 2 I 
123: 1  SHEEPI 
124: 1   1  SHEEPI/DO 1 IP 
12S: 1   1   1  CXKU1 
126: Mil CXHU1/D0 1 I 
127: MIM  CXHU1/D0 1 J 
128: 1 1 1 vciosx 
129: II   1   1 VCIOSX/DO 1 I 
130: II   1   1   1  VCIOSX/DO 1 J 
131: II   II  VCIOSX/DO 2 I 
132: Mill  VCIOSX/DO 21 J 
133: MM  VCIOSX/DO 3 L 
134: Mill VCIOSX/DO 31 I 
13S: M   II   II TCMSX/DO 31 J 
136: MM  TCIOSX/DO 4 L 
137: 1   II   II  VCIOSX/DO 4 I 
138: II   II   1   1 VCIOSX/DO 4 J 
139: 1  SHEEPI 
140: 1   1  SHEEPI/DO 1 IF 
141: 1   1 CXHU 
142: 1   1  IHSY 
143: 1   1   1  IHSY/DO 9 1 
144: II   II  IMST/DO 9 I 
145: 1   1   1  IHSY/DO 1 J 
146: 1   1   1   1  IHSY/DO 1 I 
147: 1   1   1  IHSY/DO 2 L 
148: 1   II   1 IHSY/DO 2 J 
149: II   II   1  USY/DO 2 I 
150: 1   1   1  IHSY/DO 21 J 
151: II   II IHSY/DO 21  I 
152: 1   1   1  IHSY/DO 22 J 
153: II   II   IHSY/DO 22  I 
154: 1   1   1 IHSY/DO 23 L 
155: II   II  IHSY/DO 23 J 
156: Mill  USY/DO 23 I 
157:   1 1   1   1  VCIOSZ 
158:   1 II   II   VCIOSZ/DO 1  J 
159:   1 1   II   II   VCIOSZ/DO 1  I 
160:   1 II   II   VCIOSZ/DO 2  J 
161:   1 Mill VCIOSZ/DO 21 I 
162:   1 MM  VCIOSZ/DO 3 L 
163:   1 II   II   1 VCIOSZ/DO 31 J 
164:   1 II   1   1   II  VCIOSZ/DO 31 I 
165:   1 MM  VCIOSZ/DO 4 L 
166:   1 1   II   II  VCIOSZ/DO 4 J 
167:   1 II   II   M  VCIOSZ/DO 4  I 
168:   1 1   1   COIVIT 
169:   1 1   1   DAHPX 
170:   1 1   1   1   DAHPX/DO 5  J 
171:   1 II   1   1  DAHPX/DO 5 I 
172:   1 1   1   1  DAHPX/DO 1 L 
173:   1 II   II  DAHPX/DO 2 J 
174:   1 1   1   1   1   1  DAHPX/DO 2 I 
175:   1 1   II   1  DAHPX/DO 3 J 
176:   1 II   1   1  DAHPX/DO 4 J 
177:   1 1   1  DAHPY 
178:   1 1   1   1  DAKPY/DO 5 J 
179:   1 II   1   1  DAHPY/DO 5 I 
180:   1 1   1   1  DAHPY/DO 1 L 

<S«.    48> 

<S«.    87> 

181:   I II   1   1  DAHPY/DO 2 J 
182:   I II   1   II DAHPY/DO 2 I 
183:   I 1   1   II  DAHPY/DO 3 I 
184:   I II   1   1  DAHPY/DO 4 I 
185:   I 1   1  SDAHPX 
166:   | 1   1   1  SPECX 
187:   | 1   1   1   1   SPECX/DO 1 J 
188:   I Mill SPECX/DO 1 I 
189:   I 1   II   1  SPECX/DO 2 J 
190:   I Mill SPECX/DO 2 I 
191:   I 1   1   1  SDAHPX/DO 1 J 
192:   I II   1   1  SDAHPX/DO 11 I 
193:   1 II   1   1  SDAHPX/DO 12 I 
194:   I 1   1   1  SDAHPX/DO 2 J 
195:   I 1   1   1  SDAHPX/DO 4 J 
196:   I II   1   1  SDAHPX/DO 4 I 
197:   | 1   1   1  SDAHPX/DO 5 J 
198:   I 1   1   1  SDAHPX/DO 6 J 
199:   I MM  SDAHPX/DO 6 I 
200:   I 1   1   1  SDAHPX/DO 7 J 
201:   | 1   1   1  SDAHPX/DO 8 J 
202:   I 1   1   1   1  SDAHPX/DO 9 I 
203:   I II   II  SDAHPX/DO 10 I 
204:   I 1   1  SDAHPY 
205:   I 1   1   1  SPECY 
206:   I MM  SPECY/DO 1 J 
207:   | II   II   1 SPECY/DO 1 I 
208:   I MM   SPECY/DO 2 J 
209:   I Mill  SPECY/DO 2 I 
210:   1 1   1   1  SDAHPY/DO 1 I 
211:   1 MM   SDAHPY/DO 11 J 
212:   I II   II   SDAHPY/DO 12 J 
213:   1 1   1   1   SDAHPY/DO 2 I 
214:   1 1   1   1   SDAHPY/DO 4 I 
215:   I II   1   1   SDAHPY/DO 4 J 
216:   | 1   1   1   SDAHPY/DO 5  I 
217:   | 1   1   1   SDAHPY/DO 6 I 
218:   I MM   SDAHPY/DO 6 J 
219:   I 1   1   1   SDAHPY/DO 7 I 
220:   I 1   1   1   SDAHPY/DO 8 I 
221:   I MM   SDAHPY/DO 9 J 
222:   I MM   SDAHPY/DO 10 J 
223:   I 1   1  SHEEPI/DO 11 J 
224:   I 1   1   1   SHEEPI/DO 11  I 
225:   I 1   BTIID 
226:   I 1   1   1  BTIID/DO 1 I 
227:   | 1   1   1  FILLHX 
228:   I MM  CHATA 
229:   1 1   II   1   1  CHATA/DO 1  J 
230:   I 1   1   1   1   1  CHATA/DO 2 J 
231:   I 1   1   II CHATA «•• 228> 
232:   I 1   II   1  CHATA <Sil 228> 
233:   I 1   II   1  FILLHX/DO 1 R 
234:   I II   II   1  FILLHX/DO 1 L 
235:   I 1   II   1   1   1  FILLHX/DO 1 J 
236:   I 1   II   1 CHATA <S«< 228> 
237:   | MM FILLHX/DO 2 H 
238:   I 1   II   1   1  FILLHX/DO 2 L 
239:   I II   1   1   II FILLHX/DO 2 J 
240:   I 1   1   II CHATV1 
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288 

289 

290 

291 
292 
293 

294 
295 

296 
297 

298 

299 

300 

I CHATV1/D0 1 J 

I CIUTVI/Da 2 J 

CIUTV1 

CHATV1 

FILLHX/DO 3 H 

I FILLHX/DO 3 L 

i I FIIXHX/DO 3 J 

CIUTV1 

FILLHX/DO 4 J 

FILLHX/DO 5 X 

I FILLHX/DO 51 L 

I I FILLHX/DO 51 

I FILLHX/DO 52 J 

FILLHT 

CHATB 

I CHATB/DO 1 I 

I CHATB/DO 2 I 

CHATB 

CHATB 

FILLHY/DO 1 H 

I FILLHY/DO 1 L 

I I FILLHY/DO 1 ] 

CHATB 

FILLHY/DO 2 H 

I FILLHY/DO 2 L 

I I FILLHY/DO 2 ] 

CRATV2 

I CHATV2/D0 1 I 

I CHATV2/D0 2 I 

CHATV2 

CHATV2 

FILLHY/DO 3 H 
I FILLHY/DO 3 L 

I I FILLHY/DO 3 : 

CHATV2 

FILLHY/DO 4 I 

FILLHY/DO 5 H 

I FILLHY/DO 51 L 

I I FILLHY/DO 51 

I FILLHY/DO 52 I 

FILLHZ 

CHATC 

I CHATC/DO 1 I 

I CHATC/DO 2 I 

CHATC 

CHATC 

FILLHZ/DO 1 H 
I FILLHZ/DO 1 L 

I I FILLHZ/DO 1 

CHATC 

FILLHZ/DO 2 H 
I FILLHZ/DO 2 L 
I I FILLHZ/DO 2 

CHATV3 
I CHATV3/D0 1 I 

I CHATV3/D0 2 I 

CHATV3 

CHATV3 

FILLHZ/DO 3 H 

I FILLHZ/DO 3 L 

<3» 240> 
<S.« 240> 

«•• 240> 

<S« 255> 

<S.. 255> 

<S.« 2S5> 

<S.« 267> 

<S.. 267> 

(111 267> 

<S.« 282> 

<S«. 282> 

<S.« 282> 

<S*> 294> 
<3.. 294> 

301: I | | | | I I 1 FILLHZ/DO 3 I 
302: I I 1 1 1 1 CHATY3 <S.. 294> 
303: I I I I 1 1 FILLHZ/DO 4 I 
304: I I i 1 1 1 FILLHZ/DO 5 H 
305: 1 1 1 1 1 1 1 FILLHZ/DO 61 L 
306: 1 1 1 1 1 1 1 1 FILLHZ/DO 51 I 
307: I 1 I I 1 1 1 FILLHZ/DO 52 I 
308: 1 1 1 1 1 BTBID/DO 2 L 
309: 1 1 1 1 1 1 BTBID/DO 2 J 
310: 1 1 I 1 1 BTBID/DO 3 J 
311: 1 I 1 1 1 BTBID/DO 33 J 
312: 1 1 1 I 1 BTBID/DO 4 H 
313: I 1 1 1 M BTIID/DO 4 J 
314: 1 1 1 1 BTBID/DO 6 II 
315: 1 1 I 1 1 BTBID/DO 7 L 
316: 1 1 1 1 1 1 BTBID/DO 7 J 
317: 1 I I SHEEPI/DO 12 L 
318: 1 1 1 1 SHEEPI/DO 12 J 
319: 1 1 1 1 1 SHEEPI/DO 12 I 
320: 1 I 1 SHEEPI/DO 13 L 
321: 1 1 1 1 SHEEPI/DO 13 J 
322- 1 1 1 1 1 SHEEPI/DO 13 I 
323 1 1 I BTBID «•• 225> 
324 1 I I SHEEPI/DO 14 J 
325 I 1 1 1 SHEEPI/DO 14 I 
326 1 1 I TXIIUS 
327 till TXIIUS/DO 1 J 
328 1 1 1 1 1 TXIIBHS/DO 1 I 
329 1 I I SDIACX 
330 1 1 1 1 SDIAGX/DO 21 J 
331 1 1 1 1 1 SDIAGX/DO 21 I 
332 1 1 1 1 SDIAGX/DO 22 J 
333 1 1 1 1 1 SDIAGX/DO 22 I 
334 1 1 1 1 SDIAGX/DO 1 J 
335 1 1 1 1 1 SDIAGX/DO 2 I 
336 1 1 1 1 1 SDIAGX/DO 3 I 
337 1 1 1 1 SDIAGX/DO 4 J 
338 1 1 1 1 SDIAGX/DO 5 1 
339 1 1 1 1 SPEBTA3 
340 1 1 1 1 1 SPETTA3/D0 1 J 
341 I 1 1 1 1 SPETTA3/D0 2 I 
342 I I 1 1 1 1 SPEITA3/D0 2 J 
343 1 1 1 1 1 SPEBTA3/D0 3 J 
344 : | I I I I SPEITA3/D0 4 J 
345 : I I I I I SPEBTA3/D0 5 II 
346 : 1 1 1 1 1 1 SPEITA3/D0 6 J 
347 : I I I I SDIAGX/DO 6 3 
348 : 1 1 1 1 1 SDIAGX/DO 7 I 
349 : 1 1 1 1 1 SDIAGX/DO 8 I 
350 : 1 1 1 1 SDIAGX/DO 61 J 
351 : 1 1 1 1 SPEBTA 
352 : 1 I I I I SPEITA/DO 1 J 
353 : 1 1 1 1 1 SPEITA/DO 2 I 
354 : 1 1 1 1 1 1 SPEITA/DO 2 J 
355 : 1 1 1 1 1 SPEITA/DO 3 J 
356 : 1 1 1 1 1 SPEITA/DO 4 J 
357 : I 1 1 1 1 SPEITA/DO 5 II 
358 : 1 1 1 1 1 1 SPEITA/DO 6 J 
359 : 1 1 1 1 SDIAGX/DO 9 J 
360 : 1 1 1 1 1 SDIAGX/DO 9 I 
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Ml : 1 1 1 1 SDIA0X/D0 62 J 420 Mill SDIAGZ/DO 8 I 
302 : 1 1 1 1 SPEITA               <S.. 351> 421 1 1 1 1 IBIAOZ/DO 61 I 
363 : 1 1 1 SHEEPI/DO 15 J 422 1 1 1 1 SPEITA <S.« 351> 
364 : 1 1 1 1 SHEEPI/DO IS I 423 1 1 1 1 SDIAGZ/DO 9 I 
36E : 1 1 1 IIIHS 424 1 1 1 1 1 SDIAGZ/DO 9 I 
366 : 1 1 1 1 IIRHS/DO 1 J 425 1 1 1 1 SDIAGZ/DO 62 I 
367 : 1 1 1 1 1 IIRHS/DO 1 I 426 1 1 1 1 SPEITA <S.. 3S1> 
368 : 1 1 1 SDIAGY 427 1 1 1 TZETUS 
369 : 1 1 1 1 SDUGY/DO 21 J 428 1 1 1 1 TZETUS/DO 1 I 
370 : 1 1 1 1 1 SDIAOT/DO 21 I 429 1 1 1 1 1 TZETRHS/DO 1 I 
371 : 1 1 1 1 SDIAOT/DO 22 J 430 1 1 1 SVEEPJ2/D0 12 I 
372 : 1 1 1 1 1 SDIAGT/DO 22 I 431 1 1 1 1 SHEEPJ2/D0 12 I 
373 : 1 1 1 1 SDIAGT/DO 1 I 432 1 1 1 SHEEPJ2/D0 13 I 
374 Mill SDIAGT/DO 2 J 433 1 1 1 1 SIEEPJ2/D0 13 I 
375 1 1 1 1 1 SDIAGT/DO 3 J 434 1 CRESID 
376 1 1 1 1 SDIAGT/DO 4 I 435 1 1 CRESID/DO 1 I 
377 1 1 1 1 SDIAGT/DO 5 I 436 1 1 1 CRESID/DO 1 J 
378 1 1 1 1 SPEITA3              <Sa* 339> 437 MM CRESID/DO 1 I 
379 1 1 1 1 SDIAGT/DO 7 J 438 1 BIDRTC 
380 1 1 1 1 1 SDIAGT/DO 7 I 439 1 I BIDRTC/DO 4 I 
381 1 1 1 1 SDIAGT/DO 8 J 440 1 1 1 BIDRTC/DO 4 I 
382 1 1 1 1 1 SDIAGT/DO 8 I 441 1 1 BIDRTC/DO 5 LL 
383 1 1 1 1 SDIAGT/DO 61 I 442 1 1 1 BIDRTC/DO 6 I 
384 1 1 1 1 SPEITA               <S.. 351> 443 II II IIDRTC/DO 6 I 
385 1 1 1 1 SDIAGT/DO 9 J 444 1 I BIDRTC/DO 7 I 
386 1 1 1 1 1 SDIAGT/DO 9 I 445 1 1 1 BIDRTC/DO 8 I 
387 1 1 1 1 SDIAGT/DO 62 I 446 1 1 BIDRTC/DO 9 I 
388 1 1 1 1 SPEITA               <3.. 351> 447 1 1 1 BIDRTC/DO 9 J 
389 1 1 1 SHEEPI/DO 16 J 448 1 1 BIDRTC/DO 3 J 
390 1 1 1 1 SHEEPI/DO 16 I 449 1 1 1 BIDRTC/DO 3 I 
391 1 SHEEPJ2 450 1 CRESID <S«< 434> 
392 1 1 SHEEPJ2/D0 1 JF 451 1 LIFT 
393 1 1 1 CXHIJ                  <S.« 48> 452 1 1 euro <S*a 48> 
394 1 1 1 SDAHPZ1 453 1 1 LIFT/DO 1 I 
395 1 1 1 1 SPECZ                 <S«. 99> 454 1 1 LIFT/DO 4 I 
396 1 1 1 1 SDAHPZ1/D0 1 I 455 1 SECOID Unknovn 
397 1 1 1 1 1 SDAHPZ1/D0 11 I 456 1 SECOID Unknovn 
398 1 1 1 1 1 SDAHPZ1/D0 12 I } 
399 1 1 1 1 SDAHPZ1/D0 2 I 
400 1 1 1 SHEEPJ2/D0 11 I 
401 1 1 1 1 SHEEP J2/D0 11 I 
402- 1 1 1 BT1ID                   <S.. 225> 
403- 1 1 1 PIRHS 
404. 1 1 1 1 PIRHS/DO 1 I 
405: 1 1 1 1 1 PIUS/DO 1 I 
406: 1 1 1 SDIAGZ 
407: 1 1 1 1 SDIAGZ/DO 21 I 
408- 1 1 1 1 1 SDIAGZ/DO 21 I 
409: 1 1 1 1 SDIAGZ/DO 22 I 
410: 1 1 1 1 1 SDIAGZ/DO 22 I 
411: 1 1 1 1 SDIAGZ/DO 1 I 
412: 1 1 1 1 1 SDIAGZ/DO 2 I 
413: 1 1 1 1 1 SDIAGZ/DO 3 I 
414: 1 1 1 1 SDIAGZ/DO 4 I 
415: 1 1 1 1 SDIAGZ/DO 5 I 
416: 1 1 1 1 SPEITA3               <S.« 339> 
417: 1 1 1 1 SDIAGZ/DO 7 I 
418: 1 1 1 1 1 SDIAGZ/DO 7 I 
419: 1 1 1 1 SDIAGZ/DO 8 I 
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An Innovative Segmented Tungsten Penetrating Munition 

David P. Johnson 
Assistant Professor 

Dept. Aerospace Engineering 
Mississippi State University 

ABSTRACT 

One of the factors that governs the penetration depth of a penetrating munition is the ratio of the penetrator's weight 

to its cross-sectional area (W/A). Dense metal ballast significantly increases WIA, but yields some structural chal- 

lenges. Tungsten, in particular, while being very dense, typically has low ductility and toughness in bulk form, and 

is difficult to fabricate and machine. The purpose of this work was to investigate the feasibility of developing a seg- 

mented dense metal ballasted penetrating munition. Allowing the use of segments greatly facilitates the manufactur- 

ing of the tungsten portion of the munition. 

The use of a segmented ballast requires a strong, tough member to maintain structural integrity during impact. In 

this work, steel was considered for this purpose. Two configurations were considered: a steel rod, with tungsten rings 

placed around it, and a steel shell, with tungsten disks placed inside it. Both linear and non-linear structural and mate- 

rial response were considered, using analytical techniques. A 3-D finite element analysis was also initiated, but has 

not yet reached completion as of the submission of this report. 

The analytical work suggests that a segmented tungsten penetrator is indeed feasible, and should be pursued. Using a 

non-linear structural and material response analysis, coupled with an empirical external loads model from a computer 

code called AMPLL, by William K. Rule, it was demonstrated that a representative segmented tungsten ballasted 

penetrator could withstand impact angles of up to about 20° off vertical (ß = 70°), and angles of attack (a) of up to 

about 1°. 

It was found that the shell configuration was more robust than the steel rod configuration. The members of the struc- 

ture can be sized (with satisfactorily small amounts of steel in the cross-section) such that no permanent shape 

change occurs during impact. This means that not only will the structure survive impact, but that adverse terrady- 

namic effects will be minimized. 
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An Innovative Segmented Tungsten Penetrating Munition 

David P. Johnson 

INTRODUCTION 

The purpose of this work was to investigate the feasi- 

bility of developing a segmented dense metal ballasted 

penetrating munition. The motivation behind a ballasted 

penetrator is to increase the penetration depth into a 

given target material. Penetration depth is typically 

modeled using experimentally validated empirical ex- 

pressions of the following form [1]: 

D = CISN(^-J
2
MV, W) 

Here, Cj and C2 are empirical constants, 5 is the pene- 

trability of the target, N is a nose performance coeffi- 

cient, W is the weight of the penetrator, A is the cross- 

sectional area of the penetrator, and//(V; W) is a func- 

tion of the velocity V, and of W, that depends on the 

target type. It is the potential benefit of increasing W/A 

that leads to the desire to investigate dense metal 

ballasted penetrators. 

Because of obstacles to the use of depleted uranium for 

such an effort, a certain amount of work has been done 

to determine if tungsten could be used as a ballasting 

material. However, the fabrication of tungsten in bulk 

quantities under current technology yields a material that 

is relatively weak and brittle. In addition, large billets of 

tungsten are difficult to make, and to handle. 

One possible solution to this dilemma is to make the 

tungsten ballast in segments of smaller size, and to 

connect them with a strong, tough tensile member de- 

signed to withstand the bending loads that a penetrator 

would experience upon impact. Although the concept 

may be generalized for other cases where a segmented 

penetrator may be desirable, the work herein will refer- 

ence specifically the use of a steel tensile member used 

to apply compressive stresses to a segmented tungsten 

ballasted penetrator. 

Part of the scope of this research was to investigate how 

to arrange the steel tensile member and the tungsten 

such that the penetrating performance is maximized. 

Culp [2] performed an initial study of this problem. In 

his study, Culp investigated a specific configuration for 

the tungsten/steel penetrator structure, as illustrated in 

Figure 1. The configuration chosen was a series of 

stepped tungsten segments compressed by a steel rod or 

bolt running through the center of the structure. The 

steps in the tungsten were designed to take shear loads 

in the tungsten. The Culp study did not include a dy- 

namic finite element analysis, and did not provide an in- 

depth treatment of the mechanics of the penetrator struc- 

ture under load. The tungsten segments had to be con- 

figured so that a penetrator analysis software application 

called AMPLL (Analytical Model of Penetration with 

Lateral Loads), done by Rule [3], could be used to ap- 

proximate the maximum stresses in the steel and the 

tungsten of a limited number of cases. Various sizes of 

bolt, and values of preload (torque on the bolt) were 

used with different impact conditions to see which con- 

38-3 



figurations would survive a given impact, and which 

would fail. Based upon his work, Culp found that a 

segmented penetrator should be feasible and that further 

work should be done. Unfortunately, the version of 

AMPLL that Culp had access to contained a bug [4], 

and stress levels were substantially under predicted . 

The current work was an extension and amplification of 

the Culp study. As part of this work, a dynamic 3-D 

finite element study was initiated. However, as of the 

completion date of this report, the final 3-D finite 

element results were not available, althoudh initial work 

seemed encouraging. 

CONFIGURATION   ISSUES 

Three configuration issues were addressed before the ana- 

lytical work commenced. The first issue was how to 

configure the tungsten segments themselves. Culp rec- 

ommended a stepped, rather than a flat segment configu- 

ration. Second, there is the issue of the configuration of 

the tensile member. While Culp proposed a central steel 

rod as the tensile member, it was felt that a steel shell 

configuration should also be investigated. The analytical 

work described later addressed both of these issues. 

Finally, the main objective of the analytical work was 

to size the structural elements such that the munition 

could survive a set of desired impact conditions while 

maximizing the effective sectional density (W/A). 

Disk   Configuration 

The Culp study [2] included stepped tungsten disks. 

These steps were intended to take shear loads when the 

structure was subjected to lateral loads upon impact. 

However, some issues of concern arise with such a con- 

of AMPLL indicates that the compressive loading that 

the tungsten would be required to take is considerably 

higher than what Culp was considering. This necessi- 

tates that more of the surfaces between segments be in 

contact in order to distribute the compressive stresses, 

and avoid yield in the tungsten. Only a portion of the 

cross-sectional area was specified in the Culp report as 

bearing surfaces. There is also the added cost of machin- 

ing the steps, and the possibility that the relatively brit- 

tle tungsten may be susceptible to stress concentrations 

induced by the corners. To address these issues, the 

shear stresses in the steel portion of the structure were 

investigate in order to determine if flat (unstepped) mat- 

ing surfaces could be used instead. In order to do so, a 

worst case scenario was adopted. Namely, the segments 

were assumed to be short, and the mating surfaces were 

assumed to be frictionless so that the tungsten did not 

share in supporting shear stresses, which were taken in- 

tead entirely by the steel. In reality, the tungsten may 

share some of the shear loading with the steel. 

Figure 1. Segmented penetrator proposed by 
Culp [2]. 

figuration. The main issue is that the corrected version 

Tensile   Member   Configuration 

The Culp study [2] investigated essentially a steel bolt 

as the tensile member. This bolt ran through holes in 

the centers of the tungsten disks (Figure 1). The current 

work employed analytical techniques to compare 

stresses in a steel rod tensile member, such as that pro- 
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posed by Culp, and an external steel shell tensile mem- 

ber (Figure 2). The goal was to discover which of the 

two configurations is more structurally efficient, and 

thus which would require less steel in the cross section. 

Less steel leads to a higher effective density, and maxi- 

mizes the penetrating efficiency of the munition. 

Sizing  of Structural  Elements 

Sizing and tradeoff studies were carried out using both 

linear and non-linear mechanics of materials techniques. 

This required a priori knowledge of the internal axial 

force, shear force, and bending moment as functions of 

time throughout the impact, and position along the 

structure. External loads were approximated by the pro- 

jectile penetration code AMPLL (Analytical Model of 

Penetration with Lateral Loads) by Rule [3], and modi- 

fications to the existing code were introduced in order to 

calculate and output the internal load information. The 

modifications to the existing code used the external 

loads calculated by AMPLL, and performed a rigid body 

dynamics analysis of the penetrator structure to arrive at 

the internal axial force, shear force, and bending mo- 

ment. These internal reactions were calculated at various 

time steps throughout the impact event, over the length 

of the structure, so that it could be determined where the 

maximum stresses would occur. This removed the typi- 

cal assumption that maximum stresses occur at the cen- 

troid. 

As a simulated impact event proceeded, the internal reac- 

tion data generated by the modified version of AMPLL 

were output to text files. The normal and shear stresses 

on a surface perpendicular to the penetrator axis could 

then calculated analytically, with the goal of investigat- 

ing failure of the structure. The structure's members 

could then be sized appropriately such that it would sur- 

vive a desired set of impact conditions. 

Figure 2. Steel rod and shell configura- 
tions of a segmented penetrator. 

ANALYTICAL   PROCEDURE 

The AMPLL code obtained from Rule [3] could not be 

used directly to predict the structural response of the 

penetrator configurations under consideration. The sim- 

ple beam-type finite elements used in the code were not 

capable of handling a non-homogeneous, and prestressed 

structure. Hence, in order to predict the structural re- 

sponse, an analytical stress-based approach was adopted. 

Both linear and non-linear stress studies were carried out 

in order investigate the feasibility of the segmented pen- 

etrator concept. However, in order to find the stresses in 

the structure, it was first necessary to know the internal 

force and moment reactions in the structure as functions 

of time and position along the penetrator. This was ac- 

complished using AMPLL as a loads model, and then 

using the tools of rigid body structural dynamics to find 

the internal reactions. Once these internal reactions were 

calculated, the stresses could be determined using either 

linear or non-linear mechanics of materials develop- 

ments. Stresses for both the steel rod, and steel shell 

configurations shown in Figure 2 were developed. 

In addition, the issue of thermal strain was addressed. 

Since the coefficient of thermal expansion of the tung- 

sten is only about half that of steel, the preload in the 

steel tends to change as the structure is exposed to 
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changing temperature. The main issue would be whether 

the performance of the structure would be changed given 

the fact that the weapon would likely be exposed to a 

cold thermal soak as the aircraft used as the delivery 

platform flew at altitude to the target. 

Dynamics   Model 

The penetrator was modeled as a slender rod under the 

action of external distributed axial (7) and lateral (W) 

forces. The mass moment of inertia for this structure 

about its centroid was calculated by AMPLL. The equa- 

tions of motion for the centroid of the body are: 

I   T(x) dx = m ax o 

J   W(x) dx = m ay 

I* W(x) xdx = Ima + maxx 

where m is the mass of the penetrator, /,„ is the mass 

moment of inertia, ax and Oy and a are the centroidal 

accelerations, and X is the distance from the nose of the 

penetrator to its centroid. Given W and T from 

AMPLL, the centroidal accelerations could be found. 

y    T(x) 
m av 

-^^.2  M 

R 
TV 
W(x) 

-tf 
^-m a, 

la 

Figure 3. Free body and acceleration diagrams of a por 
tion of the penetrator. 

Next, the internal forces and moments in the structure 

could be found. To do this, it is useful to consider the 

free body and acceleration diagrams of asection of the 

body, of arbitrary length x (Figure 3). The primed quan- 

tities refer to the portion shown, not the entire penetra- 

tor. 

The accelerations^ and a'y of the centroid of this por- 

tion of the body are expressed as: 

a\=ax 
3 

a'y=ay- a(x -x') 

wherex' is the distance from the nose of the penetrator 

to the centroid of the above portion. It is assumed that 

the angular speed co of the body is small enough not to 

affect the axial acceleration« 'x. The equations of motion 

of this portion of the body can be written as: 

j*T(Od£+R = m'a'x 

PV(£)d?-V=mVv o 4 

J(* W(0 dC-Vx+M = Vm a+ rri a'y P 

These equations can be solved for the axial force R, 

shear force V, and bending moment M as functions of 

position x in the body, given the distributed axial T and 

lateral W forces. 

The usual conventions that R is positive when tensile, 

and M is positive when causing compressive stresses 

above the z-axis, were used. During an impact event, R 

will usually be compressive (negative) throughout the 

body. 

Linear Normal Stress 

For the linear stress analysis, it was assumed that no 

gaps between tungsten segments formed (i.e. stresses 

remainedcompressive in the tungsten), and that plastic 

yielding of the steel and tungsten did not occur. 

The penetrator was modeled using mechanics of materi- 

als techniques. A tensile preload was required in the 
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during impact. This preload was found by considering 

the structure to be a composite, residual stressed struc- 

ture under combined axial force, shear force and bending 

moment. The effective bending stiffness El of a com- 

posite body is as follows: 

Ei=Es,Isl + EtuI<u 5 

where Est, Ist, Etu, and Itu are Young's modulus and the 

second moment of area about the centroid for steel and 

tungsten, respectively. It was assumed that no separa- 

tion between disks occurred (i.e. the normal stress in 

tungsten remained compressive throughout the cross- 

section), so the cross-section remained circular, and the 

centroid was in the center. 

For the composite rod and ring structure being consid- 

ered (Figure 4), the normal stress in the steel or tung- 

sten, on a plane perpendicular to the axis of the struc- 

ture can be found in terms of the internal bending mo- 

ment, and the internal axial force, as follows: 

0=F   MEy 
A       El 

where F is the internal axial force, A is the cross-sec- 

tional area of the steel or tungsten, M is the internal 

bending moment, E is the stiffness of the steel or tung- 

sten, and y is the position above the z-axis. Positive ax- 

ial force is tensile, and positive bending moment con- 

tributes to compressive stresses when y is positive. 

The axial force F is composed of two parts, namely any 

preloadP plus any internal axial force R due to the im- 

pact loads. Furthermore, the preload in the steel will be 

tensile, while the preload in the tungsten will be com- 

pressive. 

FS, = P + H, 

F,u = —P + Rtu 

The steel will take some (Rst) of the axial load R due to 

impact, and the tungsten will take the remainder (Rtu). 

In order to find how much goes in each, it must be 

noted first that the sum of the forces in the steel and the 

tungsten must be equal to the axial impact force R, and 

second that the normal strain due to Rst and Rtu will be 

equal. 

Rst + Rst = R 

c —_RJI tst —  
Rtu   _ 

A .v; Est     A tu Em 

e,u 

Substituting in expressions for the area of the steel and 

the tungsten for each configuration being considered, 

these two equations may be solved simultaneously to 

find Rst and Rtu for the steel rod and steel shell configu- 

rations: 

Rst- 
RfAs, 

Figure 4. Cross section of rod and ring structure. 

fAs, + k{\-fAs,) 

R (1 -/A«) 
fAs, + k(\-fAs<) 

where fAst is the ratio of the area of steel in the cross 

section to the total area of the cross section (the frac- 

tional area of steel in the cross section), and k is the ra- 

tio of the stiffness of tungsten to the stiffness of steel. 

Referring to Equations 6 and 7, the value of the preload 

required to keep gaps from forming between adjacent 
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tungsten segments still needs to be found. With some 

manipulation it can be shown that the stress in the 

tungsten for each configuration can be expressed as: 

ar,u = - 
-P_  k{R-AMy) 

nr}{\ -/A,,)    JCrl (fAs, + (1 -fA„)) 

gL = ^-+       HR-AMy) 
n rl fAsl    % r} (fAs, + (1 -fAs,)) 

10 

where the superscripts r and 5 denote steel rod, and steel 

shell configurations, respectively, and r0 is the outside 

radius of the structure (see Figure 4). The preload P can 

then be found with the condition that the normal stress 

in the tungsten must be zero at maximum. Substituting 

atu = 0, and the appropriate value for y into Equations 

10, and solving for P yields: 

/"" = *(!-/A ,) / R + 4M 1 
"|/K„+*<1-/A„)    r.tä + kO-fAllf 

/"_ k(\ -fAsi) 
4IA/IV1-//4.V. 

(1 -/»„) + kfAs,    r<> \fAs1 (2 _fAa) + k{i _fAsl)2] 
11 

Here, \M\ (absolute value of M) is used to remove the 

ambiguity that arises by constraining atu at y = - r2 to 

be zero, given that M may in reality be negative. The 

moment may indeed switch from positive to negative 

during impact, in what is commonly called tail slap. 

Equations 11, 9 and 7 can be substituted back into 

Equation 6, and the stresses in the tungsten and steel for 

each configuration can be found, given the bending 

moment and axial load at a cross-section. For the steel 

rod configuration, the stresses are: 

r„r = 1> ~ fAl (k - 1)] r2
0 R + 4 [(1 - fA„) k r„- fA„ y)] M 

fA„[k-fA?,(k-lj\nr* 

<7,„ = 
- 4 k (r„ + y) \M\ 

[k-fAt,(k-\)]TlrZ 

12 

For the steel shell configuration, the stresses are: 

„s _ [* -fAs, (k - 1) (2 -/4.,,)] rl R + 4 [(1 -fAs,)y2 k r„-fAs, y)] \M\ 

JA« [k -fA.u (k - 1) (2 -fAs,)] % 4 

, _     -4kWt-fA.„r„ + y) lAfI 
utu ~  

[k-fA„(k-l)Q-fA„)]Krj 

13 

Thus, for a given penetrator and area fraction of steel 

(fAst), the stresses in the tungsten and steel can be 

found for a known set of loads {R and M). The maxi- 

mum tensile stress in the steel may be found by substi- 

tuting r,- or r0 into y for the steel rod and steel shell 

configurations, respectively. The maximum compres- 

sive load in the tungsten may be found by substituting 

-r0 or -r,- into y for the steel rod and steel shell configu- 

rations, respectively (see Figure 4). Recall that stresses 

in the tungsten have been constrained to be compressive 

throughout the cross-section. In order to maximize the 

cross-sectional density, we want to minimize the 

amount of steel in the cross-section (fAsl) subject to the 

constraint that the stresses in each material remain be- 

low their respective yield stresses. 

Linear Shear Stress 

Normal stress constitutes only part of the picture. 

Failure of ductile materials like steel is typically mod- 

eled using the Maximum Distortion Energy, or von 

Mises failure criterion [5]. For a state of plane stress, 

this failure theory can be reduced to the following: 

0"vM: = YO? + 3T& 14 

Hence, it is necessary to find the shear stress in the 

steel. To do this, one must make an assumption about 

whether the tungsten will share in taking shear loads. If 

not (i.e. if there is no friction between tungsten seg- 

ments), then all shear force must be taken by the steel. 

If the tungsten does participate in sharing the shear 

force, a scheme similar to Equations 8 must be devel- 
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oped, stating that the shear force is to be divided among 

the steel and tungsten, and that the average shear strains 

in the steel and tungsten are equal. However, the worst 

case is represented when the steel must take all shear 

load. The shear stress in the steel can then be written as: 

VQ. 
It 

15 

where / is the moment of inertia of the steel portion of 

the cross-section about the center of the cross-section; Q 

= A0 y; and A0, y, and t for the maximum shear stress 

in both configurations are defined in Figure 5. 

■r=cm Ao 

— t/2 

Figure 5. Definitions of geometric quanti- 
ties for the steel rod and shell configura- 

tions. 

Then the maximum shear stress can be expressed as: 

r'     - 4 V 

%nax  

3 71 rlfAs, 

4V(\-fA?,12) 
16 

7,nrl{\-fA}){\-<fÄ7^ 

Non-linear Normal Stress 

The non-linear stress development relaxes two con 

straints imposed by the linear stress model; namely, in- 

elastic material behavior is allowed, and gaps are al- 

lowed to form between adjacent tungsten disks. The 

strain in the steel and tungsten are functions of two fac- 

tors. On is the preload, and the other is the bending oc- 

curring in the structure. The strains in the two materials 

can be expressed as: 

£« = - 
(y+y*) 

nrlfAs,Es,       P 
17 

£tu — 
-P 

nri{\ -fAsl)Ea 

(y+y*) 

where P is the preload applied to the structure, as in the 

linear case, p is the radius of curvature to which the 

structure is bent, y is the position in the cross-section 

(with y = 0 being at the center of the circular cross-see 

tion), and y* is an unknown distance that must be 

solved for. 

-0.03       -0.03        -0.03 -0.03       -0.03 -0.03 

(a) 

100 

-0.03       -0.03        -0.03 

- -100 

-0.03       -0.03       -0.03 

(b) 

Figure 6. Material behavior of steel (a) and tungsten (b). 

Then, for a given preload P, and radius of curvature p, 

the normal strain at a given position in the cross- 

section can be used to find the normal stress at that 

location by using the non-linear stress/strain response 

of the material (Figure 6). Notice that the tungsten 

cannot exhibit tensile stresses, as segments are allowed 

to separate. 

Again, the normal stress at any location in the cross- 

section can be found for given values of P and p, except 
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that y* is still unknown. The value of y* is found by 

requiring that the integral of the normal stress over the 

cross-section be made equal to the internal axial force R. 

J adA=R 
If 

Recall that the value of R is calculated by AMPLL for a 

given impact event. In fact, because of the way AMPLL 

calculates the external loads [3], R is independent of the 

impact velocity, and the angles of attack and impact. 

The only things significantly affecting R are the cross- 

sectional area and the weight of the penetrator, the pene- 

trability of the target, and the nose shape. Hence, for a 

given penetrator and target, R is virtually constant for 

any impact conditions. 

Numerical integration techniques can be used to con- 

verge on a solution fory* using Equation 18. After this 

is accomplished, the moment required to bend the pene- 

trator into the specified radius of curvature p is found by 

integrating the moment of the normal stress, thus: 

M = J cydA 
A 19 

Picking successively larger values of curvature (1/p), 

one can construct a plot of the bending moment versus 

curvature for the structure. The moment tends to level 

off at some maximum value at larger values of curva- 

ture, allowing for a convenient means of defining when 

the penetrator "breaks." 

Temperature   Analysis 

The equations governing the structure's behavior under 

thermal excursions are very similar to those determining 

how much of the axial impact load was shared by each 

material. In order to write the governing equations, it is 

necessary to note two things. First, any change in the 

load in the tensile member must be accompanied by an 

equal and opposite change in the load in the tungsten. 

Second, the strains (thermal and mechanical) in the two 

members must be equal, as before. These two observa- 

tions lead to the following: 

APS, = -AP,U 

£„ = -^- + a„A7- = ^-^-+ a,„ AT= ev, 

20 

As, £,, AIU hin 

where a is the coefficient of thermal expansion. The ar- 

eas of the steel and tungsten can be expressed in terms 

offAst, and the above equations can be solved for APsf. 

21 A Pj _ («m - a*,) ATknrj fAs, (1 - ,/a„) 
fA„ + k(l-fA„) 

MODIFICATIONS  TO  AMPLL 

At this point, given the internal axial load R, shear 

force V, and bending moment M, it is now possible, at 

an arbitrary location along the length of the penetrator, 

to monitor the normal stresses and strains in the steel 

and tungsten during both linear and non-linear response, 

as well as the maximum shear stress in the steel during 

linear response. The question then arises: at what loca- 

tion along the length of the penetrator do the maximum 

stresses occur? Typically, it is assumed that the stresses 

will be highest at the centroid of the body. However, 

since the stresses can be found explicitly as functions of 

the axial and lateral forces on the penetrator, it is possi- 

ble to find where the stresses are highest without as- 

suming anything a priori. The only requirement is a 

knowledge of what these forces are as functions of posi- 

tion and time throughout an impact event. This infor- 
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mation can be supplied by making modifications to the 

software package AMPLL, as discussed earlier. 

Among other things, AMPLL was designed to find 

stresses in penetrators during impact. However, the 

analysis employed by AMPLL cannot accommodate 

composite, preloaded structures such as the one under 

discussion. Therefore, it was necessary to modify 

AMPLL so that its output could be used in the analysis 

developed above. 

AMPLL discretizes the penetrator into a given number 

of elements (connected at nodepoints) along its length 

as part of its analysis of stresses, using a 1-D beam- 

type finite element analysis. As part of this analysis, 

the axial and lateral forces at each nodepoint are calcu- 

lated. However, there was no option to output these 

forces to a text file for use in finding stresses in the cur- 

rent work. Therefore, an additional subroutine was cre- 

ated, and several of the existing subroutines were modi- 

fied. 

The additional subroutine takes the nodal axial and lat- 

eral forces and employs the structural dynamics analysis 

discussed above to find the internal axial force, shear 

force, and bending moment at each nodepoint in the 

structure for all time steps throughout the impact. In 

order to do this, the dynamics analysis was discretized, 

by replacing integral relationships involving distributed 

loads with summations involving nodal forces. The 

subroutine simply creates three ASCII text files, one for 

each of the three internal reactions (/?, V, and M), and 

writes each nodal value for every n^ time step, where n 

can be changed from within the code. This yields a 

record of all nodal reactions throughout a given impact. 

RESULTS   AND  DISCUSSION 

Using the output from the new subroutine in the modi- 

fied version of AMPLL, and the expressions developed 

above, the tools are now available for the analysis of 

the penetrator under consideration. Both linear and non- 

linear stress cases are discussed. 

Linear  Analysis 

This part of the analysis was a direct follow-on to 

Culp's work [2], making the assumption that neither 

yield, nor separation between tungsten segments should 

not be allowed. It was assumed that once structural or 

material non-linearities occurred, structural failure would 

soon follow. 

After the expressions were developed for the analysis of 

this structure, it was necessary to develop some crite- 

rion for defining failure. Expressions for both normal 

stress and shear stress, on a surface perpendicular to the 

axis of the structure, have been developed. Critical loca- 

tions in the cross-section at which stresses were moni- 

tored were points A and B in the steel, and point C in 

the tungsten, as defined by Figure 7. 

For a bending moment parallel to the z-axis, and a shear 

force parallel to the y-axis, points A and B represent the 

locations of maximum normal stress and maximum 

shear stress, respectively, in the steel. And point C rep- 

resents the location of maximum compressive normal 

stress in the tungsten. In the steel, the von Mises stress 

(Equation 14) at B must be compared to the normal 

stress at A (the first of Equations 12 and 13), for a 

given cross-section. 
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Figure 7. Various locations in rod and shell 
configurations. 

As it turns out, the shear stresses are relatively small 

where the bending stresses are high, because of the rela- 

tionship between the shear force and the bending mo 

ment. Because V = d M/dx, the shear force is near or 

equal to zero wherethe mending moment is maximum. 

And where the shear forces arelarge, the bending mo- 

ment is significantly smaller. Therefore, it was found 

that the normal stresses would govern failure of the 

structure. 

Hence, Figures 8 and 9 show plots of maximum normal 

stress vs. fAst in both the steel and tungsten, for both 

the rod and shell configurations. Equations 12 and 13, 

along with the data from the modified version of 

AMPLL were used for the calculation of the stresses. 

The penetrator was a 6 in. diameter, 36 in. long tung- 

sten/steel penetrator impacting a 3 ft thickness of rein- 

forced concrete at 1300ft/s, 85° angle of impact (ß), 0° 

angle of attack (a) (see Figure 10). Note that for the 

same maximum stress, the rod configuration requires 

less steel in the cross-section than the shell configura- 

tion, and will therefore lead to a slightly more dense 

penetrator. 

If the yield stress of the steel is taken as 200 ksi, and 

that of the tungsten as 175 ksi, the smallest possible 

fAst of about 0.3 leads to imminent yield in both the 

steel and the tungsten. This indicates that a = 0°, ß = 

38- 

85° is as severe an impact as can be survived under the 

assumptions of the linear analysis. 
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Figure 8. Maximum normal stress in steel vs. fAst. 

One serious drawback to this arrangement is that the 

preload required by Equations 11 isnearly 90% of the 

yield stress of the steel. Introduction of this preload to 

the structure during fabrication may not be feasible. 
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Figure 9. Maximum compressive 
stress in tungsten vs. fAst. 

Selecting the minimum allowable values for fAst 

(Figure 8) of approximately 0.3 and 0.36 for the rod and 

shell configurations, respectively, Figure 11 shows the 

normal stresses on a line that lies along the y-axis 

(Figure 7) and runs from the top to the bottom of the 

cross-section. Note that in each of the configurations, 
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the maximum stress in the steel is 200 ksi (the yield 

strength of the steel), and the stress in the tungsten 

varies from zero (as constrained in the analysis) to near 

its yield strength of 175 ksi. 

Axis of 
weapon 

Direction 
*r\   / of travel 
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Figure 10. Definitions of a and ß. 

a   (ks i) 

r ~ 
1       1 
.        1 

150 
1       ' 
1       1 
,        t 

100 

1 llSilil 
1       • 1 

.   .   .   1  .   . iiiiiii 
L^5^ -0.1 

■** ^   -50 
0.1 Q.|2 

1 

-  y   (io) 

-100 

*** 
1 

: E<=a 
-150 

: Shell 

Figure 11. Normal stress throughout cross - 
section for the rod and shell configurations. 

Figure 12 shows schematics of the relative sizes of the 

members for both the rod and shell configurations corre- 

sponding to their minimum allowable fractional areas of 

steel (fAst) of about 0.3 and 0.36, respectively (see 

Figure 8). In this figure, the steel is represented as 

darker gray. The effective density of thecross-section 

may be found using a rule of mixtures calculation, and 

the densities of tungsten and steel, as follows: 

/ . - \   \ t!                \\ 
I-   .    .-]     ! fci                  'M '> , .        .'    s V"                      fi \~t- •/    ,' \-,            /'/ \x      A/ 
-•-.. 

(a) (b) 

Peff = psifAs, + P,u (1 ~fAst) 
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Figure 12. Schematics showing the relative scale 
of the tungsten and steel members for the rod with 

fAst=03 (a), and the shell with fA st=0.35 (b). 

It is clear that when no yielding or segment separation 

occurs in the structure, the steel rod configuration leads 

to a somewhat lower fA st, and hence a more dense 

cross-section than the steel shell configuration does. 

This is because the tungsten is suffer than the steel, and 

its location at greater distances from the centroid makes 

the structure more efficient in bending. However, it is 

not clear that the steel rod would be a better configura- 

tion if the loads were such that some material and struc- 

tural non-linearities were allowed to occur. Motivation 

for allowing non-linear structural response to occur lies 

in the possibility of allowing higher off-vertical angles 

of impact, or in reducing the amount of steel required in 

the cross-section. 

Non-linear Analysis 

Assuming that plastic deformation can occur in the con- 

stituent materials, and that separation may occur be- 

tween adjacent tungsten segments, the question then 

arises: how will one know if the structure really does 

"break"? What will be the new failure criterion? 

Obviously, it is undesirable for too much curvature to 

be present in the structure, otherwise adverse terrady 

namic effects (steering) may be present aftertarget pene- 

tration. Also, if the impact angles a and ß (Figure 10) 

are too severe, the structure will simply collapse. 

22 

■13 



In order to investigate the response of the structure to 

bending moment, it is necessary to refer to Equations 

17. Recall that in order to go through the non-linear 

analysis, one has to first assume values for the preload 

P, fractional area of steel fAst, and radius of curvature p. 

Once these are specified, Equations 18 and 19 are used 

to find the moment M required to produce a curvature of 

1/p. One can then step through various values of curva- 

ture, and produce a moment vs. curvature plot. Figure 

13 shows this plot for a steel rod configuration structure 

with a given P, and fAst 
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Figure 13. Plot of moment ( M) vs. curvature (1/p). 

Note that there exists a critical moment (Mcr) above 

which, the curvature becomes very large. We can take 

this critical moment as our failure criterion. If the max- 

imum M calculated by AMPLL for a given impact lies 

above Mcr, the structure collapses. If not, then the 

structure survives. 

Recall the plot given in Figure 11. This is a plot of 

stress across the cross-section following the y-axis. 

Figure 14 shows plots of the same thing for various 

values of curvature along the moment vs. curvature plot 

(rod configuration only). The four plots in Figure 14 

roughly correspond to the four numbered locations on 

this curve in Figure 13. 
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Figure 14. Normal stress along y-axis 
(Figure 7) at various values of curvature. 

Up to point 1 in Figure 13, no yielding or separation 

between segments has occurred.This corresponds to the 

linear analysis performed previously. After this point, 

adjacent segments of tungsten actually separate, and a 

"crack" is formed between them. In other words, the 

stress cannot go tensile, so it simply goes to zero. This 

is shown in plot 2 in Figure 14. As the curvature con - 

tinues to increase, the separated region continues to 

grow. At point 3 in Figure 13, the rod and the tungsten 

begin to yield (plot 3 in Figure 14). Beyond point 3, it 

continues to develop into a fully yielded cross-section 

(point 4). 
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Figure 15. Critical moment vs. fractional area of 
steel and stress in the steel due to the preload. 

Another matter that must be considered is how the criti - 

cal bending moment Mcr varies as a function of the 

preload/5. Recall that for Figures 13 and 14, fAst and P 
14 



were arbitrarily assigned. Figure 15 shows the value of 

Mcr as functions of fAst and op=P/Ast (the stress in the 

steel due to the preload). 

Of course, as expected, Mcr is quite a strong function of 

fAst, with the maximum value corresponding to an all 

steel cross-section (fAst=l). 

But, as it turns out, Mcr is almost entirely independent 

of the preload. Mcr is virtually constant over the entire 

range of preloads from zero to yield in the steel. This is 

because in order to get to Mcr in the M vs. 1/p curve, 

we had to yield almost all of the cross-section. Different 

preloads will change the shape of the M vs. 1/p curve, 

but will not change its ultimate value, Mcr. This means 

that any value of P can be chosen, and the concern with 

the linear analysis of being able to introduce high val- 

ues of preload into the structure is eliminated. 

Finally, Figure 16 shows several moment vs. curvature 

plots; three plots for each configuration (rod and shell), 

each at different values of fAst. For the sake of compar- 

ison, the most severe impact that could be survived un- 

der the linear stress analysis corresponded to a maxi- 

mum bending moment (from AMPLL) of about 1.8 

105 ft»lb, and it took a fractional area of steel of 0.3 to 

do it. Compared to Figure 16, bending moments of 

greater magnitude are survivable, with fractional areas of 

steel significantly below 0.3. 

Whereas the rod configuration seemed slightly better 

than the shell configuration under the linear analysis, it 

is quite clear that the shell configuration is actually a 

much more robust configuration. This makes sense 

when one considers Figure 17 in conjunction with 

Equation 19. As the structure is bent, and segments be- 
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gin to separate, the shell configuration has more 

stressed material further away from the center of the 

cross-section. Hence, Equation 19 will yield a higher 

moment for a given radius of curvature. 
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Figure 16. Moment vs. curvature for vari- 
ous values of fA st, for both the rod and 

shell configurations. 

(a) (b) 
Figure 17. Schematic of cross-sections of 

the rod (a) and shell (b) configurations 
showing development of gaps between 

tungsten (lighter grey) segments. 

The question that then arises is how severe an impact is 

it desired to survive. With the non-linear analysis devel- 

oped herein, the envelope of impact conditions has been 

broadened considerably over that of the linearstress 

analysis. For instance, a 6 in. diameter, 36  in. long 

shell configuration tungsten/steel penetrator impacting a 

3 ft thickness of reinforced concrete at 1300 ft/s, 70° 

angle of impact (ß), 1° angle of attack (a) (see Figure 

10) could survive an impact with quite acceptable values 

of fAst (around 0.25). More severe impacts could be 

survived with greater area fractions ofsteel in the cross- 
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section. It would be a matter of further study to find the 

optimal configuration of a final penetrator. 

Figure 18 shows a schematic of a possible revision of 

Culp's [2] proposed penetrator. The segments could be 

placed inside the steel shell, and a threaded plug could 

then be inserted, as shown. Since the non-linear analy- 

sis showed that it is not critical, it would not be neces- 

sary to introduce large levels of preload into the struc- 

ture. 

Figure 18. Schematic of proposed configu- 
ration of segmented penetrator. 

Lastly, recall from Figures 13 and 14 that most of the 

performance in the moment vs. curvature curve is in the 

elastic region. Plastic yielding in the constituent mate- 

rials doesn't happen until point 3 in Figure 13. Hence, 

if the moment due to impact loading remains below this 

point 3 in Figure 13, there will be no permanent bend- 

ing of the structure. This would minimize adverse ter- 

radynamic effects that permanent bending would create. 

Temperature Effects 

From Equation 21, the change in preload of the tensile 

member due to temperature changes can be found. With 

a thermal soak at a temperature change of 30°C (55°F), 

there is only about a 2.5% change in the preload. This 

is an amount that is quite acceptable. 

CONCLUSIONS AND FUTURE  WORK 

Although the 3-D finite element work was not finished 

by the completion date of the project, the work is ongo- 
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ing and will be completed. However, the analytical 

work suggests that a segmented tungsten penetrator is 

indeed feasible, and should be pursued. Using a non-lin- 

ear structural and material response analysis, coupled 

with the modified version of AMPLL developed in this 

work, it has been demonstrated that a segmented tung- 

sten ballasted penetrator, of the configuration shown in 

Figure 18, could withstand impact angles of up to about 

20° off vertical (ß = 70°), and angles of attack (a) of up 

to about 1° (see Figure 10). 

It was found that the shell configuration was more ro- 

bust than the steel rod configuration. See Figure 2. The 

members of the structure can be sized (with satisfactory 

area fractions of steel in the cross-section) such that no 

permanent shape change occurs upon bending during 

impact. This means that not only will the structure sur- 

vive impact, but that adverse terradynamic effects will 

be minimized. 

It turns out, from the non-linear analysis, that a large 

preload in the steel tensile member is not necessary. 

This avoies a problem that was anticipated concerning 

how the preload would be introduced into the structure. 

It also alleviates any concerns about changing loads due 

to temperature effects. 

The next logical step after the current research would be 

to fabricate and test a scaled prototype of the segmented 

penetrator design. For the sake of cost minimization, 

the first prototype could be made entirely of steel. This 

would eliminate the cost of fabricating tungsten seg- 

ments. If this design performs well, a tungsten seg- 

mented penetrator could then be built. The analytical 

tools developed in the current work would aid in the 

analysis of any experimental work done. 
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Abstract 

Organically modified silicates (ormosils) sol-gel films coated on aluminum alloy 

2024-T3 coupons were investigated for the purpose of developing an environmentally- 

compliant replacement for chromate-based surface treatments. The effect of surfactants, 

hybrid organic content, and alkoxide size effects on resultant films were evaluated for 

corrosion protection in comparison to Alodine-1200 type surface treatments. Results 

indicate that pinhole surface defects were present in most films; these limit the ultimate 

performance of sol-gel treatments. Even with pinhole defects, however, 4 orders of 

magnitude improvement in corrosion protection was demonstrated for sol-gel treated 

coupons with respect to Alodine 1200 surface treatments. Selected single-layer sol-gel 

compositions were found to rival the performance of the chromate-laden paint system (e.g., 

Alodine/primer/topcoat) currently used by the Air Force. 
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ORGANICALLY MODIFIED SILICATE FILMS AS CORROSION RESISTANT 
TREATMENTS FOR 2024-T3 ALUMINUM ALLOY 

Robert L. Parkhill and Edward T. Knobbe 

I. Introduction 

Recently, the Air Force has identified corrosion of aluminum-skinned aircraft and 

the development of improved environmentally-compliant surface treatments of aluminum 

alloys to be high priority topics. Changing federal regulations dictate the use of 

fundamentally new coating systems which are capable of meeting more strict environmental 

standards [1]. Coating processes which rely on the use of chromate-based passivating 

agents, such as strontium chromate (e.g., Alodine 1200-type treatments) will no longer be 

approved for use. The issue becomes more problematic as the service lifetimes of aging 

weapons systems such as the C/KC-135 are now projected to be 80 years and longer. 

Replacement coating systems must be capable of satisfying the substantial need for 

dramatically extended lifetimes, must be compatible with present and future environmental 

requirements, and must be easily integrated into the current primer/topcoat paint systems. 

Recent research has been directed the toward the development of a new coating 

process based on the sol-gel process. Preliminary investigations indicate that the one of the 

most promising approaches involve a sol-gel coating system doped with corrosion- 

inhibiting additives [2-5]. The studies described herein suggest that selected sol-gel 

compositions may provide a fundamentally new protective barrier capable of meeting both 

environmental and corrosion-protection performance goals. 

II. Approach 

Over the past two summers, researchers from Oklahoma State University (Parkhill 

and Knobbe) have investigated the use of organically modified silicate (ormosil) films as 

potential replacement treatments for the passivation of aluminum alloys (AAs).   Ormosils 
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provide a route to the preparation of hybrid organic-inorganic materials composed of 

intimately mixed network polymer systems. Sol-gel films prepared using ormosil 

precursors are of particular interest, because they blend the mechanical and chemical 

characteristics from both network types. The ceramic hybrid component may be optimized 

to provide improved film adhesion to AA substrates and impart greater hardness, while the 

organic hybrid network component contributes to increased film density, flexibility, and 

functional compatibility with organic polymer paint systems. Hybrid films may be tailored 

to have exceptional durability and adhesion, while still providing a dense, flexible barrier to 

permeation of water and corrosion initiators such as Cl"(a}. 

Last year's studies showed that alcohol based sol gel films possessed superior 

corrosion protection compared to standard chromate treatments such as Alodine 1200 [6]. 

Ormosil coatings were found to exhibit substantial improvement, by up to six orders of 

magnitude, in corrosion resistance with respect to chromate-based conversion coatings. 

Thus, sol-gel films demonstrated much promise for the development of environmentally- 

compliant replacements to chromated surface treatments. 

In addition to chromate elimination, viable replacement systems must have low or 

zero component volatile organic compounds (VOCs). Thus, it is desirable to investigate 

entirely or largely water-based processes. This aspect introduces several new problems for 

sol gel materials and processes, including high solution surface tension (and resultant poor 

surface wetting), precursor solubility, and sol stability. Very few published studies have 

successfully employed water based sol gel solutions for coating systems. However, 

research results described herein provide a basis for developing dramatically improved, 

water-based sol gel coatings capable of meeting the future need for low VOC formulations. 
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III. Background 

In general terms, the sol-gel method consists of hydrolysis and condensation 

reactions in which alkoxy-silanes react with water to form a polymeric network of 

nanoporous material. The sol-gel process is extensively described in the work by Blinker 

and Scherer [7]. Organically-modified silicate hybrid materials consist of a comparable 

reaction sequence with the addition of organic functionality which can be blended into the 

hybrid system to tailor material properties for the desired functionality. In such systems the 

influences of organic groups and cross-linking agents, water content, and alkoxide 

precursors have been shown to have profound effects on the chemical reaction kinetics and 

upon the resultant hybrid. 

111.a 'Water Based Systems 

Under conditions of excess water (i.e., more than that needed for complete alkoxide 

hydrolysis), the hydrolysis and condensation reaction rates are significantly altered. Aelien 

et al. found the acid-catalyzed hydrolysis of TEOS to be first order with respect to H20 

concentrations [7,8]. Increased water concentrations result in more rapid and complete 

hydrolysis of alkoxide species. Since water is a by-product of the condensation step, 

elevated water levels slow condensation and polymerization. Increased water content tends 

to stabilize the sol phase, resulting in the development of more branched colloidal 

structures. Sols composed of highly branched particles tend to yield films having increased 

porosity and lower film density. Conversely, more linear particles tend to yield denser, 

harder films. Thus, it is clear that the water/alkoxide ratio can substantially influence 

reaction kinetics in a way which impacts film porosity and hardness characteristics. 

In addition to perturbing reaction kinetics, water content also effects solution 

viscosity and surface tension. Unlike typical sol-gel derived solution's used for thin film 

coatings, which generally rely on the use of organic co-solvents, water-based systems tend 

to have substantially greater surface tensions and viscosities. Methanol, for example, has a 

surface tension (23 dynes/cm2) which is only one third that of water (72 dynes/cm2) [9]. 
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Solutions having large surface tensions can result in poor substrate surface wetting 

characteristics; they also tend toward slow evaporation rates of volatile compounds 

subsequent to film formation. It is known that sol viscosity increases as a function of 

particle growth and reduced alcohol content. Ultimately, water content substantially 

impacts film thicknesses and sol stability. In order to develop an understanding of 

chemical effect (i.e., precursor alkoxide group, wear content, hydrolysis rate, surface 

tension, viscosity, dilution, etc.) on film morphology, an integrated series of studies on 

related parameters was performed. One of the goals of the summer project was to improve 

film quality and corrosion protection characteristics through the development of dense films 

having improved surface wetting characteristics compared with films prepared during the 

'96 summer program. 

Ill.b. Surfactants 

Surfactant use in coating systems has been shown to be one of the primary 

mechanisms for improving film quality. Research by Murakata, T. ect. al has shown that 

various salt additives and ionic surfactants can profoundly alter the surface area and pore 

diameters of silica samples [10]. Other studies have utilized surfactants to aid in surface 

wetting of high energy surfaces [11,12]. Currently, many industrial sources offer 

surfactants which can be tailored to a particular system for reducing surface tensions and 

improving wetting. By introducing various surfactants, the morphology of film coatings 

can be optimized for improved corrosion protection. 

In this study, a dual surfactant system was investigated to improve wetting behavior 

on clean AA surfaces. Surfactants were chosen on the basis of reducing surface tension in 

aqueous solution. Vender-supplied literature indicates surface tension reduction in aqueous 

media may be decreased from 72 dynes/cm2 to 22 dynes/cm2 through the use of selected 

surfactants.    Surface tension effects on wetting, overall film quality, and corrosion 
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protection have been investigated, and the impact of surfactant use on corrosion protection 

has been quantified 

III.c. Precursor Use 

Alkoxide precursors can largely effect hydrolysis and condensation reaction kinetics 

through steric bulk and electron donating (or withdrawing) characteristics. Short chain 

alkoxides react much faster than large chain alkoxides due to a lower degree of steric 

hindrance and less stability due to electron donation characteristic [7]. Precursor sols 

incorporating small alkoxide side groups, such as tetramethoxy silane (TMOS), hydrolyze 

more readily than those incorporating larger alkoxide side groups (i.e., tetraethoxy silanes, 

(TEOS), tetrapropoxy silane, (TPOS), etc.), resulting in a more chemically reactive 

solution. Thus, precursor alkoxide side chains can be utilized to control reaction kinetics 

and/or the stability of a sol system. Ormosils prepared using TMOS, TEOS, and 

organically modified silicate precursors were coated onto AA substrates. The impact of 

alkoxy side group size on film morphology and corrosion protection have been assessed. 

The presence of organic functional side chains in a hybrid silica system can effect 

film wetting and surface compositions. Research has shown that organic content can 

change the chemical nature of colloidal surfaces in sol-gel systems [12-15]. In the case of 

low organic content in the sol-gel derived network polymer, the organic functional groups 

have been shown to be more or less evenly dispersed throughout the ormosil composition. 

With elevated organic concentration, however, the functionalities have been found to 

segregate, yielding organic-rich regions which are preferentially positioned at surface sites. 

Thus, film characteristics can be dramatically altered by varying the relative amount of 

polymer components. Elevated organic content tends to produce surfaces with a 

hydrophobic surface character. 
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4. Experimental Methods 

4.1. Materials and Reagents 

Substrates consisted of aluminum 2024-T3 coupons which were polished with 300 

and 600 grit silicon carbide sand paper followed by cleaning in an ultrasonic bath using 

isopropanol and hexane solvents. Alkoxide reagents (i.e., TEOS, TMOS, and ormosil) 

reagents were used as received from Aldrich. Surfactants were incorporated by direct 

dissolution into the aqueous sol phase. Spectroscopic grade isopropanol and hexane were 

used as received from Aldrich. Nitric acid was used to catalyze the hydrolysis reaction. 

4.2. Sol-gel Preparations 

Preparation of the ormosil solutions was performed as follows: 25.0 ml of TEOS 

was placed in a beaker with 18.7 ml of acidified water. The resultant two-phase solution 

was vigorously stirred to induce mixing and initiate hydrolysis. The bi-phasic solution 

became a clear single phase sol approximately 2 hours after initial mixing. Once the 

solution cleared, organically modified precursors were added and thoroughly mixed. One 

hour later, additional water and surfactants additives were added in a drop-wise manner 

until the desired concentrations were obtained. The final solution was stirred continuously 

in a closed container held at room temperature until its use in dip-coating. Immediately 

prior to coating, the sol was transferred to a teflon cells into which the AA substrate were 

dipped. 

4.3. Coating and Curing Methods 

Aluminum 2024-T3 substrates were dipped into precursor sols using a Chematic 

Technology Inc. model 201 dip-coater. The sol gel coatings were applied using a single 

dip step. 30 ml of sol were transferred to the teflon dipping cell. Dip-coating was done 

using a dwell time of 10 seconds in the coating sol. The withdrawal speed was 10 cm/s 

into RT air. After dipping, samples were cured using selected time/temperature conditions. 
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Curing temperatures included room temperature, 60°C, 100°C, and 150°C. Cure times at 

these temperatures ranged from 1 to 24 hours. After heat treatment, samples were 

removed from the ovens and allowed to cool to room temperature before characterization 

and analysis. 

4.4. Characterization 

Film morphologies were characterized using an OPTIPHOT-POL Nikon polarizing 

microscope equipped with a 5.OX microscope objectives. Film thickness was determined 

using a Sloan Dektak HA profilometer. 

The corrosion potentials were determined from potentiodynamic polarization curves 

using a Gamry potentiostat. Sweep potentials were varied from -1.0V to 0.2V vs. SCE 

after coated samples were immersed in a 3% NaCl solution. Specimens were maintained in 

the 3% NaCl for 1 hour prior to potentiodynamic polarization measurement, except in cases 

where the effects of longer term immersion are noted. Data were analyzed using CMS 100 

software. 

5. Results and Discussion 

Film performance and morphology were characterized as functions of surfactant 

addition, organic content, and chemical nature of alkoxide precursors used. Compositional 

parameters were varied in order to develop optimal corrosion protection. Film protection 

characteristics were determined in relation to one of three protection standard specimens: 

untreated 2024-T3 aluminum alloy, Alodine 1200 treated 2024-T3, or a "standard" 

complete paint system (i.e., Alodine surface treatment/chromated primer/topcoat) applied to 

a 2024-T3 coupon. Preliminary assessments of protection afforded by sol-gel surface 

treatments were made on the basis of film morphology, thickness, and screening 

potentiodynamic polarization measurements. 
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Sample WatenAlkoxide Ratio 
2:1 

Surfactant 
no 

2 2:1 yes 
3 4:1 no 
4 4:1 yes 

5.1. Corrosion Protection as a Function of Surfactants Addition. 

Table I represents profilometer measurements from 2 sets of ormosil coatings. 

Films were prepared using water/alkoxide molar ratios concentrations as indicated in Table 

I. In each specimen set, film thicknesses were found to increase as water ratios were 

reduced. Surfactant addition caused film thickness to increase for a given water/alkoxide 

ratio. 

Table I. Thickness Variation in Ormosil Coatings due to Surfactant Addition. 

Thickness 
1.8 (im 

2.2 |im 

0.8 urn 

1.5 ^im 

Thickness reduction due to increased water content is expected as a result of simple 

dilution effects. However, surfactant-induced film thickness increases are not so easily 

explained. Surfactant addition caused the sol to become observably more viscous. The 

mechanism which leads to such a substantial viscosity increase is not well understood or 

documented in the literature. Upon dipping into the more viscous, surfactant-containing 

sol, the deposited layer entrained substantially more liquid. Gelatin of this thick viscous 

layer resulted in a substantially thicker coating as indicated in Table I.. 

Figure 1 shows optical micrographs of samples 1 and 2. At 50X, micrographic 

images revealed the significance of surfactant addition. Sample 1 (containing no surfactant) 

had a large areal pinhole number (# pinholes/area). Pinhole sizes generally ranged form 10 

to 80 urn. Sample 2,  which contained surfactant additives, was found to have two types 

of pinholes. Small pinholes were estimated to have diameters of less than 10 ^m, with an 
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areal number of 45 holes/mm2. Larger pinholes were randomly positioned with estimated 

diameters between 20 and 50 p.m and an areal number of 3 pinholes/mm2. 

*■■ 

^y-äf^<-:^V\-^Ä^2Q^JJL^    (b) :     200 ^im 

Figure 1 : Aluminum 2024-T3 substrates coated with an ormosil coating with a water : 

alkoxide ratio of 4:1: (a) No surfactant sample 1 (b) Surfactant sample 2. 

The development of extensive pinholes in the ormosil films is postulated to occur as 

a result of the high surface tension found in water-based sols. As water evaporates during 

film formation, large capillary forces cause the free energy of the solid-liquid interface to 

increase. In order to compensate, the remaining sol can minimizes the interfacial energy by 

decreasing the liquid-solid interface. As water continues to evaporate, the sol begins to 

bead on the AA surface, leaving voids at the interface (Figure 2a). With surfactant addition, 

the surface tension of the sol was estimated to be reduced by as much as two thirds. 

Reduced surface tension lowers the capillary forces, which permits the sol to spread more 

uniformly across the substrate (Figure 2b). It is clear from examination of Figures 1(a) and 
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(b) that pinhole formation was significantly reduced through the use of appropriate 

surfactant additives. 

-9.0 -8.0 -7.0 
Log Current Density (A/cm2) 

-5.0 

Figure 2: Anodic behaviors for a non surfactant ormosil film, ormosil film with surfactant, 

Alodine 1200-treated, and untreated aluminum 2024-T3 coupons. 

Electrochemical evaluation of Samples 1 and 2 demonstrated the excellent corrosion 

resistance imparted by the surfactant system. Figure 2 represents an anodic electrochemical 

polarization spectroscopy measurements used to assess ormosil corrosion protection (with 

and without surfactant addition) compared to Alodine 1200-treated and untreated aluminum 

2024-T3 substrates. Untreated 2024-T3 coupons had a corrosion potential (Eoc) of -610mV 

and did not exhibit a passive region before pitting. Alodine 1200 had an Eoc of -580mV 

and showed a small (0.04V) passive zone prior to pitting. Sample 1 (no surfactant) had an 

(Eoc) °f -610mV with little observable pre-pitting passivation. Sample 2 (surfactants 

added) had an Eoc of -380mV and showed a passive zone of 0.4V without measurable 
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pitting after a 1 hour soak in 3% NaCl solution. After 24 hours of immersion, Sample 2 

showed a E^. of -620mV and a small passive zone of 0.13V before the onset of pitting. 

Comparison of the passivation current densities indicate that surfactant-enhanced ormosil 

coatings have a 4 order of magnitude improvement in field-induced corrosion rate when 

compared to the Alodine 1200 surface treatment. 

These results clearly indicate that surfactant addition provides dramatically- 

improved corrosion protection. The evidence is consistent with the dominant corrosion 

failure mechanism proposed for in the ormosil films; i.e., pinhole defects. The rapid 

failure of sample 1 indicates incomplete barrier protection, consistent with the large areal 

pinhole number found for such specimens. However, the comparatively small current 

density at elevated potentials implies that the corrosion rates for such specimen is slow. It 

is postulated that the gradual increase in current density as a function of applied field (above 

the corrosion potential) was due to pinhole enlargement from dissolution of aluminum at 

local defect sites. The pitting observed in sample 2 was attributed to catastrophic film 

failure (i.e. localized coating delamination and/or cracking). As water permeates through 

film defects, interfacial stresses develop leading to film failure. The rapid increase in 

current density suggests the onset of pitting, resulting from an instantaneous change in the 

exposed AA surface. Post electrochemical test examination of the films revealed significant 

cracking near and around pinholes, which is consistent with the proposed failure 

mechanism. Thus, the overall improvement in corrosion protection associated with 

surfactant addition is presumed to be a direct result of significant reduction in areal defect 

number. 

5.2. Organic Composition: 

Table II represents profilometer measurements from 3 sets of ormosil coatings as a 

function of organic component. Film compositions are presented as waterralkoxide molar 

ratios. In each set, film thickness was shown to decrease with elevated water content. The 
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thickness differences found to exist between 20 and 33 percent organic composition gels 

were not significant (within experimental measurement error). 

Table II Thickness results of ormosil films with variable dilutions and organic content 

Sample WatenAlkoxide Ratio Organics Thickness 
01 2:1 20% 1.7 urn 
02 2:1 33% 1.5 um 
03 4:1 20% 0.9 |im 
04 4:1 33% 1.0 |im 
05 6:1 20% 0.7|im 
06 6:1 33% 0.8 \im 

Variations in organic content (i.e., 20% vs. 33%) resulted in minimal observable 

surface morphology variation. Figure 4 represents two ormosil films typical of the 20% 

and 33% organic components (specimen 03 and 04). Ormosils with 33% organics were 

found to have two types of pinholes.  Small pinholes were estimated to have diameters of 

less than 10 ^.m with an areal number of 45 holes/mm2.  Larger pinholes were randomly 

positioned with diameters of 20 to 50 |xm and areal number of 3 holes/mm2.   Ormosils 

containing 20% organics were shown to have similar pinhole types, with areal pinhole 

numbers of 25 holes/mm2 and 2 holes/mm2 for small and large pinholes, respectively. 

These results suggest that ormosil films containing 20% organic components have 

moderately improved wetting characteristics. The lower areal pinhole number indicates that 

reduced surface tensions may have occurred as a result of lowered organic content 

(increased surface tensions are associated with poorer sol wetting behavior). 

The electrochemical evaluation for the organic component (20% and 33%) ormosil 

films and a complete paint system on aluminum 2024-T3 substrates are presented in Figure 

5.   The 33% organic ormosil had an Eoc of -630mV a passive zone of nearly 0.14V after 1 
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day of immersion in 3% NaCl solution. The 20% organic film showed an E,,,. of -460mV 

and a passive zone of 0.45V after 1 day of exposure to 3% NaCl solution (no pitting). 

"*■ '£ i.» "Pi-^OO-W « 

Figure 4: Aluminum 2024-T3 substrates coated with ormosil films containing different 

concentrations of organic material (a) 20% (b) 33 %. 

The film eventually failed after 3 days of immersion in the salt water solution; at that time 

these films exhibited an E,,,. of -620mV and a reduced passive zone (0.08V). These films 

are shown in Figure 3 compared to the performance of a complete paint system (CPS; i.e., 

Alodine surface treatment/chromated epoxy primer/polyurethane topcoat). The CPS 

exhibited an E^. value of -300mV after 3 days immersion in 3% NaCl solution, with a 

passive zone of 0.3V. Direct comparison of the anodic polarization behavior of these 

specimens clearly shows that the single layer, chromate-free 20% organic ormosil coating 

offers a level of corrosion protection which is very similar to that afforded by a chromate- 

laden CPS. 
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-9.0 -8.0 -7.0 -6.0 
Log Current Density (A/cm2) 

Figure 5: Polarization behaviors for 20% organic ormosil, 33 % organic ormosil, and 

complete paint system coated on aluminum 2024-T3 coupons. 

The electrochemical evaluation showed greatly improved corrosion resistance for 

the 20% organic ormosil film compared to the 33% organic film. In both systems, the 

pitting initiation appear to be caused by localized film fracture induced at defect sites by 

internal stresses. Thus, the extended protection provided by the lower organic content 

ormosil can be attributed to both a reduction in pinhole density and lower water/Cl"( , 

permeability through such films. 

5.3 Silica Precursor: 

Table III represents profilometer measurements from 3 sets of ormosil coatings 

with different silicon alkoxide precursors.  The films are presented as watenalkoxide molar 
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ratios. In each set, film thickness was shown to decrease as water ratios increased. The 

thickness differences between alkoxide precursors was negligible. 

Table m 

Sample 
Ml 

El 

M2 

E2 

M3 

E3 

M4 

E4 

WatenAlkoxide Ratio 
4 

4 

6 

6 

8 

8 

10 

10 

Precursor 
TMOS 

TEOS 

TMOS 

TEOS 

TMOS 

TEOS 

TMOS 

TEOS 

Thickness 
1.4 (im 

1.7 [im 

0.8 ^m 

0.9 um 
0.5 (im 

0.7 |xm 

0.3 um 

0.4 |im 
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F/gwre 6. Optical micrographs of two ormosil films with different silica alkoxide 

precursors, (a) TMOS (b) TEOS 

The small variation in film thickness can be attributed to the nature of the alcoholic 

by-products of the hydrolysis reaction for TMOS (methanol-generating alkoxide) precursor 
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versus the TEOS (ethanol-generating alkoxide) precursor.  The two system are primarily 

composed of water, but alcohol by-products can influence the viscosity of the sol. 

The use of different alkoxide precursors showed only small variation in surface 

morphology. Figure 6 represents optical micrographs of two typical ormosil films derived 

from TMOS and TEOS alkoxide precursors. The TMOS ormosil film was found to have 

two types of pinholes. Small pinholes were estimated to have diameters of less than 10 

|im and an areal pinhole number of 35 holes/mm2.   Larger pinholes were randomly 

scattered with diameters between 50 and 100 ^m and an areal pinhole number of 4 

holes/mm2. The TEOS ormosil film was shown to have similar population densities, but 

pore diameters of less than 10 u.m for small pinholes and between 20 and 50 |im for large 

pinholes. 

-TMOS Precursor 1 hour 
-B—TEOS Precursor 1 hour 

O      TEOS Precursor 3days 
♦      Complete Paint System 

-• Alodine1200 

-9.0 -8.0 -7.0 -6.0 
Log Current Density (A/cm2) 

Figure 7. Anodic polarization behavior of silica precursors, Alodine 1200, and a complete 

paint system. 
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Figure 7 represents electrochemical analysis for a TEOS ormosil film, TMOS 

ormosil film, Alodine 1200, and complete paint system on aluminum 2024-T3 substrates. 

The TMOS ormosil film had an E^. of -630mV and a passive zone of 0.13 after 1 hour of 

immersion in 3% NaCl solution. The TEOS ormosil film had an Eoc of -330mV and a 

passive zone of 0.35V after 1 hour of immersion in 3% NaCl solution. The film failed 

only after 3 days of continuous immersion in salt water and showed an Eoc of -590mV and 

a passive zone of 0.09V. The complete paint system showed an Eoc of -300mV and a 

passive zone of 0.3V after 3 day of immersion in 3% NaCl solution. 

TEOS derived films were shown to provide superior corrosion protection compared 

to TMOS derived films. In both cases, the mechanism of failure is postulated to be film 

cracking. The comparatively early failure of TMOS-derived ormosils suggests that such 

films are (a) more porous and/or (b) more highly strained. The TMOS-derived sol is 

believed to have resulted in the development of more branched particulate structures during 

the colloidal particle growth phase due to the more reactive nature of the methoxy 

precursor. A higher degree of branching could lead to more porous film structures with a 

subsequent lowering of film integrity. Thus, less reactive silicon alkoxide precursors 

appear to yield films having improved corrosion protection due to the denser gel network 

which results. 

6. Summary and Conclusion 

The corrosion resistance of aluminum alloy 2024-T3 substrates coated with water 

based ormosil film preparations were investigated. Corrosion performance and surface 

morphology were assessed as a function of surfactant addition, organic content, and silicon 

alkoxide precursors. Films were characterized by profilometry, optical spectroscopy, and 

electrochemical impedance spectroscopy analysis. 

Results of the summer term project showed that water based sol-gel coatings 

provided corrosion protection values which were several orders of magnitude better than 
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the current Alodine 1200 treatments on aluminum 2024-T3 coupons, and equivalent to the 

alcohol based sol-gel systems previously investigated. Optimization of surfactant addition, 

organic content, and silicon alkoxide group selection results in substantial reduction in the 

pinhole defect areal number. Chromate-free ormosil films provide corrosion protection of 

up to ten thousand times that of conventional chromate-based surface treatments. Selected 

single-layer compositions yielded corrosion protection values which equaled or exceeded 

that afforded by chromate-laden complete paint systems. Thus, water-based sol-gel 

coatings were found to exhibit great potential for the replacement of chromate based 

conversion coatings presently used in the passivation of aircraft aluminum alloys. 
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Numerically Efficient Direct Ray Tracing Algorithms 
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Seungug Koh 
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Abstract 

Numerically efficient direct ray tracing algorithms are developed in closed form to 

automatically recognize targets in hard real-time situations. The developed algorithms 

have been implemented in high level language C/C++ employing both fixed-point- 

only or floating-point-only operations. The new algorithms' accuracy and execution 

time speedup have been validated against various benchmarks utilizing both fixed- 

point and floating-point operation based C/C++ programs. Xilinx XC4000 FPGA 

based software-to-hardware mapping using VHDL has also been studied to rapidly and 

optimally implement the developed algorithms into hardware platform. The developed 

ray tracing algorithms are accurate. Numerically efficient, thereby, ideal for hard real- 

time automatic target recognition applications in the avionics environment. 
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1    Introduction 

Shooting & Bouncing Ray (SBR) techniques used for XPATCH can effectively predict 

target radar signatures, thereby, automatically recognizing targets by correlating the 

target radar signatures with the detected radar signals. SBR techniques are based 

on numerical ray tracing algorithms coupled with algebraic surface interpolation algo- 

rithms applicable to objects of arbitrary shape. However it is known to be very difficult 

to deploy the SBR techniques for automatic target recognition in real-time due to the 

long computation time. 

It has been proposed to embed the ray tracing algorithms into the dedicated Xilinx 

Field Programmable Gate Array (FPGA) boards so that execution time of the ray 

tracing can be significantly improved. The Xilinx XC4000 family has been selected 

as a target architecture for its known benefits of reconfiguration, high-capacity, high- 

speed operations. VHDL-based top-down design methodology has also been adopted 

to allow the streamlined the design processes by rapidly prototyping FPGA hardware 

configurations through automatic synthesis processes. 

This report summarizes 1) numerically direct ray tracing algorithms suitable for the 

real-time automatic target recognition applications and 2) architectural study of em- 

bedding direct ray tracing algorithms into Xilinx XC4000 family-based hardware to be 

suitable to real-time automatic target recognition applications. Chapter 2 discusses the 

underlining problems with the existing XPATCH ray tracing computations. Chapter 

3 outlines various approaches employed to resolve the problems discussed in Chapter 

2. These approaches include innovative computationally efficient direct ray tracing al- 
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gorithms and their implementation in C/C++. Chapter 4 summarizes the simulation 

results for several benchmark cases. Finally Chapter 5 concludes with accomplishments 

and suggested future activities. 

2    Discussion of Problems 

Automatic target recognition in real-time requires that detected radar signals have to 

be correlated with the pre-calculated target radar signatures within a specified time. 

SBR techniques used in XPATCH can accurately predict the target radar signatures 

from arbitrary surfaces [1]. SBR techniques of XPATCH rely on the third-order interpo- 

lation polynomials by using cubic splines [6] [7]. SBR guarantees that the interpolated 

surfaces are smooth to the second-order derivatives and it can calculate reasonably ac- 

curate hit points and bouncing angles [4] [5]. But SBR consumes a tremendous amount 

time for computation to obtain the target radar signatures. Furthermore the compu- 

tation time for SBR algorithm is unpredictable due to the iterative processes employed 

in the XPATCH's ray tracing algorithms. So it inhibits the practical implementation 

of XPATCH for automatic target recognition in hard real-time environment. 

It has been proposed to embed the ray tracing algorithms into the dedicated Xilinx 

Field Programmable Gate Array (FPGA) boards so that execution time of the ray 

tracing can be significantly improved. The Xilinx XC4000 family has been selected 

as a target architecture for its known benefits of reconfiguration, high-capacity high- 

speed operations [2]. Since the Xilinx FPGAs have limited number of Configurable 

Logic Blocks (CLBs), Input/Ouput Blocks (IOBs), and routing channels, it becomes 
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necessary to consider an alternative ray tracing algorithm suitable for software-to- 

hardware mapping. It is also desirable to develop a direct algorithm as opposed to 

a iterative algorithm, if hard real time automatic target recognition is required [3]. 

The iterative ray tracing algorithm of cubic spline interpolation is very difficult to be 

embedded in a hardware platform. Prom these observations, computationally efficient 

direct ray tracing algorithms have been studied and developed. 

3    Methodology 

This chapter summarizes the direct ray tracing algorithms suitable for Xilinx XC4000 

family based hardware implementation. Geometrical ray tracing algorithms has been 

well studied by the optics community to design and implement various optical lenses, 

like telescopic and microscope objective lenses. Due to the unavailable numerical cal- 

culation devices, like the modern digital calculators and computers, the geometrical 

optical system designers of the past relied on efficient and closed-form mathematical 

equations for their design. These traditional ray tracing methods are direct and com- 

putationally efficient to be useful for XPATCH as an alternative ray tracing algorithm 

[3]. 

By adopting the optical lens design methodology, geometrical surfaces can modeled 

in second-order surface equations. These second-order surface equations include cir- 

cular, elliptical, parabolic and hyperbolic equations and arbitrary geometrical surfaces 

can be modeled using these equations. Once source/target coordinates, target surface 

equations and incoming radar ray vectors are specified, the direct ray tracing (DRT) 
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algorithm can calculate the target hit points, bouncing ray angle and return points at 

the radar receivers. Furthermore DRT determines whether the incoming radar rays hit 

the target at the early stage of computation. And it also can automatically select the 

front surface of hit points if there exists both front and rear surface hit points. 

The following equations are used to calculate hit points and bouncing ray angles 

of circular objects. The distance between radar source and target is arbitrary. The 

incoming radar ray vectors and positions of target and radar source are also arbitrary 

vectors. 

Xl = X -d + Da (1) 

Yl = Y + Dß (2) 

Zl = Z + D1 (3) 

The definitions for the symbols of the above equations are described in Figure 1. 

A point (X1,YI,Z1) is a hit point on a sphere and a vector (a,ß,y) represents the 

normalized incoming ray. A point (X, Y, Z) is a coordinate of radar source. The 

distance D between radar source and hit point can be calculated using the following 

equations. 

D = l + t (4) 
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with 

l = a{d-X)-ßY- ~iZ (5) 

t = ar- \J(ar)2 - M2 + 2rMx (6) 

Note that vector M can be calculated using the following equations and Mx is a x 

component of vector M. Further information related to the direct ray tracing can be 

found in reference [3]. 

M = (X-d + od)i + (Y + ßl)j + {Z + rl)k (7) 

MX = X -d + al (8) 

In Chapter 4 the simulation results of DRT algorithms are reported using three 

different benchmarks; paraxial, off-axial and fixed/floating point ray tracings. 

4    Results 

C/C++ programs for DRT algorithms have been implemented and various benchmark- 

ing has also been performed using these programs. The DRT algorithms are imple- 

mented using both fixed-point-only and floating-point-only operations to determine the 

necessary hardware components and to select suitable target FPGA architectures. The 

following C code execution results show the validity of the proposed approach. 
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Figure 1: Direct Ray Tracing for Second-Order Surfaces 

41-8 



a) testbench 1: paraxial ray tracing using floating-point-only operations 

The paraxial rays to the circular surface will be bounced back to the source because 

the bouncing ray vector is identical to the incoming ray vector except for the reversed 

propagation direction.   The benchmark result indicate that the bouncing ray vector 

actually return back to the radar source. 

************************************************************ 

Ray Tracing Method: with input ray and known sphere. 

Assumption: X-coordinate of ray overlapped with x_coord of the sphere 
************************************************************ 

Describe the input ray position by: x_i + y_j + z_k 

input : x y z 

0 0 0 
===> accepted values are: x=0.000000, y=0.000000, z=0.000000 

and input ray direction by vector: alpha_i + beta_j + gammar_k 

input: alpha  beta  gammar 

10 0 
===> accepted values are: alpha=l.000000, beta=0.000000, gammar=0.000000 
************************************************************ 

===> normalized values are: alpha=l.000000, beta=0.000000, gammar=0.000000 

Describe the sphere by: pow(xl-r) + pow(yl) +pow(zl) = pow(r) 

input: r 

100 

===> accepted value: r=100.000000 
************************************************************ 

Given the distance between ray and sphere origins (along x_coord) 

input: d 

1000 

===> accepted value: d=1000.000000 
************************************************************ 

Given the distance between receiving plane and sphere origins (along x_coord) 

input: dprime ( using positive value) 

1000 

===> accepted value: d'=1000.000000 
************************************************************ 

===> Hit point on the sphere: xl=0.000000, yl=0.000000, zl=0.000000 
************************************************************ 

The reflected-ray intersects with the receiving plane : 

x = 0, y = 0.000000, z = 0.000000 
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b) testbench 2: off-axis ray tracing using floating-point-only operations 

When the incoming ray is not paraxial, the bouncing angle will not return to the radar 

source. The hit points and bouncing angle depend on the incoming ray vector, radar 

source coordinates, target coordinates and surface geometry of the target. The DRT 

program automatically determines the front hit points of the target and produce the 

bouncing ray vector. 

****************************** je***************************** 

Ray Tracing Method: with input ray and known sphere. 

Assumption: X-coordinate of ray overlapped with x_coord of the sphere 
************************************************************ 

Describe the input ray position by: x_i + y_j + z_k 
input : x y z 

Oil 

===> accepted values are: x=0.000000, y=l.000000, z=l.000000 

and input ray direction by vector: alpha_i + beta_j + gammar_k 

input: alpha  beta  gamraar 
100 1 1 

===> accepted values are: alpha=100.000000, beta=l.000000, gammar=l.000000 
************************************************************ 

===> normalized values are: alpha=0.999900, beta=0.009999, gammar=0.009999 

Describe the sphere by: pow(xl-r) + pow(yl) +pow(zl) = pow(r) 
input: r 

100 

===> accepted value: r=100.000000 
************************************************************ 

Given the distance between ray and sphere origins (along x_coord) 
input: d 

1000 

===> accepted value: d=1000.000000 
************************************************************ 

Given the distance between receiving plane and sphere origins (along x_coord) 

input: dprime ( using positive value) 

1000 

===> accepted value: d'=1000.000000 
************************************************************ 

===> Hit point on the sphere: xl=l.220129, yl=ll.012201, zl=ll.012201 
************************************************************ 
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The reflected-ray intersects with the receiving plane  : 
x = 0,  y = 251.048946,  z = 251.048946 

c) benchmark 3: fixed-point-only vs floating-point-only operations 

The DRT algorithms are implemented using 32-bit fixed-point-only operations and 

64-bit floating-point-only operations. Fixed point operations are ideal for hardware 

implementations but it showed relatively large values of error propagation. For example 

the off-axis ray tracing of testbench 2 is treated like a paraxial ray tracing in the case of 

the fixed-point-only DRT program. Since the Z component of the incoming ray vector 

is much larger than X and Y components, fixed-point-only DRT program is treating 

the incoming ray vector as a paraxial ray. The hit points at the radar receive becomes 

(0,1,1) as compared to the previous testbench value of (0, 251.048946, 251.048946). 

************************************************************ 
Ray Tracing Method:  with input ray and known sphere. 
Assumption:  X-coordinate of ray overlapped with x_coord of the sphere 
************************************************************ 
Describe the input ray position by:  x_i + y_j  + z_k 
input   :  x    y    z 

0 11 
===> accepted values are: x=0, y=l, z=l 

and input ray direction by vector: alpha_i + beta_j + gammar_k 

input: alpha  beta  gammar 

100 1 1 
===> accepted values are: alpha=100, beta=l, gammar=l 
************************************************************ 

===> normalized values are: alpha=l, beta=0, gammar=0 

Describe the sphere by: pow(xl-r) + pow(yl) +pow(zl) = pow(r) 

input: r 

100 

===> accepted value: r=100 
************************************************************ 

Given the distance between ray and sphere origins (along x_coord) 

input: d 

1000 
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===> accepted value:  d=1000 

Given the distance between receiving plane and sphere origins  (along x_coord) 
input:  dprime  ( using positive value) 
1000 
===> accepted value:  d'=1000 

===> Hit point on the  sphere:  xl=0,  yl=l,  zl=l 

The reflected-ray intersects with the receiving plane   : 
x=0,  y = 1,  z = 1 

The simulation benchmark suggests the following findings. 

• The DRT algorithm provides fast, accurate results as long as the target can be 

modeled as second-order surface equations. 

• The DRT benchmarks indicate that fixed-point-only operations are relatively in- 

accurate. The fixed-point hardware implementation has to consider the scaling 

factors and round off errors when the digital designers select a particular hardware 

platform. 

• The DRT programs have a very predictable software response time and is very 

ideal for the hard real-time applications. 

• The estimated number of Configurable Logic Blocks (CLBs) for DRT algorithms 

is about 20,000 to 40,000 depending on the datapath/controller implementations. 

It is estimated to require a minimum two to four XC4028EX Xilinx devices for 

DRT algorithms and FPGA implementation is planned as a next level of research. 
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5    Conclusion 

Numerically efficient DRT algorithms are developed in closed forms to automatically 

recognize targets for real-time applications. The DRT algorithms have been imple- 

mented in C/C++ using both fixed-point and floating-point operations. The accu- 

racy and computation speedup factor of DRT algorithms have been validated against 

various benchmarks using both fixed-point and floating-point operations. The Xil- 

inx XC4000 FPGA-based software-to-hardware mapping using VHDL has also been 

studied to rapidly embed the developed algorithms into hardware. Automatic tar- 

get recognition in hard real-time application can be performed by the accurate and 

numerically efficient ray tracing algorithms being developed. 

The current DRT algorithms can be further refined by incorporating multiple 

bouncing problems, multilayer surface geometry of coated targets and phase shift evalu- 

ations. Once the above improvements are implemented, DRT algorithms could provide 

extremely fast but still very accurate target signature calculation capabilities to the 

modern avionics systems. 
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Abstract: 

One of the first steps in Automatic Target Recognition (ATR) is the grading of an image to identify, 
for further analysis, candidate regions which may have potential targets. To be most effective, this 
initial detection (or focus of attention) stage needs to reject clutter (noise or countermeasures which 
provide target like characteristics), while ensuring regions with true targets are not missed. 

This report outlines the procedure and some results obtained towards using the model order of 
an artificial neural network to characterize disjoint block in Synthetic Aperture Radar (SAR) images. 
The approach is based on the premise that regions with targets would require a model with more free 
parameters (higher model order) to approximate the distribution of the return. Consequently, we use 
recently developed neural network algorithms [17]-[20] which can self-regulate their model order, to 
approximate disjoint squares of the image. Squares of the image which require a larger model order 
(more free parameters) are then labeled as candidate regions likely to have potential targets. 

Simulations from several target and clutter images from the MSTAR PUBLIC CD-ROMS were 
used to evaluate the efficacy of the proposed approach. 
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A Function Approximation Approach for Region 
of Interest Selection in Synthetic Aperture Radar Images 

Ravi Kothaxi 

1    Introduction 

Automatic Target Recognition (ATR) in its simple form consists of the three steps shown below: 

1. Region of interest selection (often also called pre-processing or segmentation). 

2. Extraction of features from the regions identified in Step 1 above. 

3. Classification of the object (if any) in the regions of interest based on the features extracted in 
Step 2 above. 

The set of outcomes for the last of these steps includes targets (e.g. T72), unknown target, as well 
as clutter. The distinction between unknown target and clutter is subtle, but nonetheless one that is 
important. The categorization as clutter implies the lack of a target, while the categorization as an 
unknown target implies that it is not possible to assign an exact class label, though the region seems 
to have characteristics that are more 'target-like'. 

When information from multiple sensors is available, one can form a single data stream on which 
the above three steps can be applied. This could be termed as data level fusion. Alternatively, each 
of the three steps may be independently applied to data from each sensor followed by a categorization 
which is negotiated between the categorization obtained from each data stream (decision level fusion). 
Time varying information (motion provides a clue as to the functionality of the observed) can also 
provide discriminatory features. 

Whatever be the configuration of sensors used, Step 1 (region of interest selection) is an important 
step in an ATR system. When a large number of regions (larger than actual) are labeled as containing 
potential targets, a significant amount of time is wasted in Steps 2 and 3 above. When a small (smaller 
than actual) number of regions are labeled as containing potential targets, true targets may be missed. 
The goal of this first step is to remove clutter (noise or countermeasures which provide target like 
characteristic), or conversely to mark non-clutter areas as regions of interest. 

This report focuses on region of interest selection in Synthetic Aperture Radar (SAR) images though 
1 believe that the concept may also be applicable to data available from other sensors (e.g. Ultra-High 
Resolution Radar, Forward Looking Infrared, or Hyperspectral data). 

The rest of this report is organized as follows. In Section 2, a short summary of related work is 
presented. In Section 3, the concept of the model order is introduced and it is shown that the model 
order (or the number of free parameters) is a valuable cue in characterizing the underlying surface 
producing a certain return. In Section 4, a neural network is presented as a mechanism for estimating 
the model order. Simulation results are presented in Section 5 and conclusions in Section 6. 

2 Previous Work In Regions of Interest Selection 

Histograms of SAR images, because of the low contrast that is typical of SAR images, typically tend to 
be uni-modal making it difficult to obtain a threshold for the purposes of region of interest selection. 
When the clutter characteristics are stationary and Gaussian, the so called Constant False Alarm 
Rate (CFAR) filter, which uses the pixel intensity relative to the local mean can be used (see [1] for 
modifications in the non-Gaussian case).   Various filters (such as the whitening filter in [2], or the 
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BCS/FCS as in [3]) can be used to enhance the contrast prior to CFAR application. Multi-parameter 
CFAR may also be used as in [4]. A macro Gabor filter composed of of a set of real Gabor functions 
has also been proposed [5]. 

The region of interest selection can itself utilize Steps 2 and 3 that I have outlined in the previous 
section. Thus features may be extracted (say from disjoint squares) and a classifier constructed to 
label a square as 'interesting' or otherwise. For example, in [6] a feed-forward neural network trained 
using back-propagation [7] is used to obtain regions of interest. Inputs to this network are derived from 
Gabor filters. A similar approach reported in [8] uses Radial Basis Function neural networks operating 
on the wavelet decomposition of an image to obtain regions of interest. 

A disadvantage of any supervised region of interest detection scheme is that its performance is 
directly influenced by the amount and quality of data that was used in training it. Due to the large 
variability of clutter characteristics it may be very difficult to arrive at a training data set which 
captures this variability. Consequently, adaptive clutter characterization have also been proposed. 
These approaches assume that there will always be a large amount of clutter available in a SAR image 
and hence adaptive characterization is possible. For example, in [9], a Gibbs distribution model is 
constructed towards approximating the joint pdf of pixels. Such a pdf can for example be used in 
Bayesian inference to ascertain if an image region is consistent with the pdf or deviates from it. In 
[10], clutter is characterized based on statistical pattern recognition techniques. 

In [8], unsupervised methods based on vector quantization (with the number of clusters decided a 
priori) is used to obtain regions of interest. Due to the difficulty in a priori deciding the number of 
clusters, the authors also report results using a topology representing network proposed by [11]. This 
idea is similar to my previous usage of Self-Organizing Feature Maps [12] towards obtain a reduced 
number of colors to represent an image. 

This short review of previous work is no way exhaustive, neither has an attempt been made to 
make it so. Specifically, only those works are discussed which lets the reader put into perspective the 
general classes of techniques that have been used as pertaining to the SAR images considered here 
(to be described later) were discussed. Specifically, methods which utilize motion or those which can 
locate embedded targets or those not pertaining to SAR images have been omitted. 

3    The Model Order and Region of Interest 

To begin the discussion, it is worthwhile to envision a SAR image as a function f(x,y). The value of 
the function at a point (x,y) is f(x,y) — the intensity of the return at a point1. An alternative view 
of the SAR image is then a function in two dimensions. The left and right panels of Figure 1 shows 
8x8 squares of a SAR image extracted from regions containing clutter and target respectively. Note 
that due to the large variability of clutter, Figure 1 should not be considered a typical situation — it 
is one illustration. 

Given the scenario as described above, a valid question to ask is: What is the lowest order of an 
approximator that will minimize \\f(x,y) - f(x,y)\\, where f{x,y) is the approximation produced by a 
given approximator (e.g. polynomial, splines, neural networks). The lowest order of the approximator 
that can produce ||/(x, y) - f(x, y)\\ < e is the model order. The model order then refers to the number 
of independent parameters (e.g. number of polynomial coefficients) that may produce such a return. 
A polynomial with order 1 can only produce planes (flat returns). A second order polynomial can 
only produce quadratic surfaces. Quite clearly, higher order approximators can produce more complex 
returns. In other words, the complexity of the approximator characterizes the complexity of the return. 

In its above form, there are two issues that deserve further clarification. 

For most of this report only the magnitude portion of the SAR return is considered. 
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Figure 1: 8x8 squares extracted from a SAR image. Data for the left panel was obtained from a region 
of the image containing clutter while data for the right panel was obtained from a region known to 
contain a target 

• The first is the issue of generalization i.e. we would like to produce a smooth approximation of 
the function. In the polynomial case, if the order of the polynomial approaches the number of 
points denning the function (64 in this case), we can reproduce the function exactly. Any noise 
in f(x,y) would thus also be "learnt" by the approximator. The point of the approximation is 
to learn the underlying function which generated the data (return), and not any noise that is 
present in the return. Consequently, we require the lowest order approximation. 

• The second issue has to with the approximator that is used. In this work, a feed-forward neural 
network is used due to several attractive properties that such networks have. These include: 

1. Multi-layered feed-forward neural networks are model free estimators i.e. they adapt based 
on examples and do not require a priori characterization of the variables. 

2. A feed-forward network with a single hidden layer consisting of an arbitrary number of 
sigmoidal hidden neurons can approximate continuous functions defined on the compact set 
lZn [14] (see also [15] for some results relating to the nature of non-linearities used in the 
hidden layer neurons). 

3. A feed-forward network with a single hidden layer of m sigmoidal neurons achieves an 
integrated squared error of 0(l/m). In contrast, a linear combination of a set of m fixed 
basis functions achieves an integrated squared error of 0(1 /m2/d), where d is the dimension of 
the input [16]. Thus with increasing dimensionality of the input space, the rate of parameter 
growth is much smaller in a neural network than say in polynomial or spline approximators. 

Points 1, and 3 above facilitate favorable consideration of feed-forward neural networks as com- 
putational models. Point 2 above is an existence theorem that establishes the capabilities of a 
feed-forward neural network but does not allow for procedural determination of the number of 
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hidden neurons to use in a given situation. The number of hidden layer neurons sharply influence 
the performance of a network — too few neurons and the model will approximate poorly; too 
many neurons and the network will overfit the training data. 

In the next section we briefly review some fundamental results that allow a feed-forward neural 
network to self-regulate its order [17]-[20]. Note that determining the number effective or free param- 
eters is much more complicated in the case of non-linear approximators such as feed-forward neural 
networks. 

4    Self-Regulation of Model Order Using Lateral Connections in a 
Feed-Forward Neural Network 

The proposed architecture consists of a feed-forward network with lateral connection from neuron 
(j - 1) in the hidden layer to neuron j in the hidden layer, as illustrated in Figure 2. The network has 
n inputs, m neurons in the hidden layer, and o neurons in the output layer. We denote the weight from 
hidden neuron j to input k as Wjk; weights from hidden neuron j to output neuron i are denoted by 
Wij\ and the lateral weight from hidden neuron (j - 1) to hidden neuron j are denoted by qjj-v The 
p input-output training pairs are denoted by {(^.C) : /i == 1,2,... ,p}. The net input, hf, received 
by a hidden layer neuron, when pattern fi is presented is: 

m 

The output of a hidden layer neuron, zf, is a (non-linear) function of its net input: 

An output layer neuron produces as output, y?, defined as: 

(1) 

(2) 

2/f = /(*?) = /(£^P 
3=1 

(3) 

The adjustment of the weights are done to minimize the sum of squared error between the output 
2/f and the desired output £f, i.e. J = ££=1 J», where: 

(4) 

To obtain the learning algorithm, we use gradient descent to minimize J*. For the hidden to the 
output layer weights, we obtain: 

11 'dWn = (c? - »n/KK=1$**? (5) 

where, 8? = (£f - yf )/'(sf), and r\ is a constant (forward learning rate). 
The weight update equations for the lateral weights are: 

AC-l = -^ Vq %+( E « n fe^-i 
ß=j + l        a=j + l 

hU (6) 
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Hidden Layer 

zy-/(Ap 

Inputs 

Output Layer 

yf=M) 

Figure 2: Lateral connections in a feed-forward architecture. Inputs, and hidden layer neurons are fully 
connected as are hidden layer and output layer neurons. Neuron j in the hidden layer also receives the 
net input of neuron (j - 1) in the hidden layer through a lateral connection 

where, 8$ = fall 8?Wa f (hf)), and r)q is a constant (lateral learning rate). The update equat 

for the input to the hidden layer weights are similar to the above: 

ions 

*«& = -VE— = V ujk dwjk \/3=j+l       a=j+l 

(7) 

These weight update equations, details of which are available in [17], indicate that the error at a 
hidden layer neuron is dependent on the error at other hidden layer neurons. Equations (5)—(7) are 
identical to what one might obtain using back-propagation for the proposed architecture. For ease of 
reference however, we term back-propagation for a feed-forward network with lateral connections as 

lateral back-propagation. 
Now if all the lateral weights are initialized to be equal i.e., qjtj-i = q*, all the input to hidden 

weights are initialized to be equal i.e. wjk = u>*, and all the hidden to output weights are initialized 

to be equal i.e. Wij = W*, we obtain: 

fc=i 

. + q *j-l\ _ 
i*3 

l-q* IXtf (8) 
k=l 

From equation (8), one may observe that beyond some value t corresponding to a neuron position 
in the hidden layer, the net input to the hidden neurons will be the same for j > t, where 1 < t < m, 
when q* < 1. In other words, hf = h; for t < j < m. Similarly by expanding equations (5)—(7) one 
obtains three regions in the hidden layer neurons: neurons 1 through t differentiate, neurons t through 
T behave identically, and neurons T through m differentiate. A detailed proof of this is available in [17]. 
Under equal weight initialization one always obtains the three regions, with the unspecialized neurons 
in the center of the hidden layer behaving similarly to reduce the effective order of the network. 
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4.1    New Enhancements 

When one looks at equation (1), it is immediately clear that the decision boundaries implemented 
by each hidden layer neuron is still a hyperplane. The signal arriving through the lateral connection 
from neuron (j - 1) can be absorbed in the weighted sum of neuron j. Towards making this into 
a more powerful paradigm and to allow localization, a modified architecture was developed. In this 
architecture, the lateral connections carry the weighted sum of neuron (j-1) passed through a Gaussian 
activation function. Specifically, 

K = <»U-CS 
3 = 1 

1 < j <m 
(9) 

where, Cj is the center of the Gaussian, and a1 its variance. Note that when the first term of the above 
equation dominates one gets a linear (or almost linear) decision boundary (open half space). When the 
second term dominates, one gets a closed decision boundary, as in a Radial Basis Function network. 
The advantages of both forms (localization with closed decision boundary and slow rate of parameter 
growth with linear decision boundaries) can thus be realized. The update equation for the most part 

remain the same with the exception of ^±i that appears in the derivation. The update equations 
then are: 

A/.  , =      ~Vq 

=   Vq 

ß -<*£-i-c„>2 

m-i+\ £ « n fcM-ie-^^—(_2 
ß=j+l       a=j+l 

(*S-i-c«u -(>;-i-c»' 
(10) 

and, 

Awjk = -v dwjk \ß=j+\       a=j+l 

-(K -cay {_,«=!-£!)) 
(11) 

If required similar update equations can be updated for Cj and a2. In preliminary simulations though 
adjustment of Cj was done and a2 was held constant. The exact value of a should be set based on 
the smallest target (small bump) that needs to be approximated. Further results will be reported 
separately in upcoming papers [21],[22]. Nonetheless, the effects of the inclusion can be seen from 
Figure 3 below. Note that the decision boundaries formed from the new architecture can take on more 
complex shapes. 

Nwon1(nol*»*)        NMWI 2 (no Mr«)    NMJWI 2 (QUMI kMrrf)tairai 3 (QuMi tatartf] ass» 
Figure 3: Gaussian Lateral connections in a feed-forward architecture and its effect. Neuron 1 in the 
hidden layer feeds to neuron 2 in the hidden layer, and neuron 2 feeds to neuron 3 and so on 
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5    Simulation Results with SAR Data 

Extensive programs in C and Matlab were written to obtain preliminary results regarding the efficacy 

of the proposed methodology. 

5.1    Simulation Set 1 

The first result illustrated relates to the approximation of the clutter and target patches shown in Figure 
1. Figure 4 shows the approximation obtained with a network of 2 inputs (x and y coordinates), 15 
sigmoidal hidden neurons (and hence 14 lateral weights), and 1 sigmoidal output. The forward weights 
were initialized to 0.1, and the lateral weights were initialized to 0.01. The forward learning rate (rj) was 
0.3, and the lateral learning rate (rjq) was 0.1. The left column of the figure shows the approximation 
obtained for the clutter data, and the values of the lateral weights at the end of the training. The right 
panel shows the corresponding plots for the target data. In both cases all parameters and the number 
of training epochs were equal. Note that while 2 lateral weights was used for the clutter data, 9 lateral 
weights were used for the target data. The rest of the lateral weights behave similarly in each case and 
hence do not contribute to the number of free or independent parameters of this approximator. Clearly, 
from the number of hidden neurons (the same behavior is observed from a plot of the forward weights), 
one can conclude that a smaller model order was required for approximating clutter. The number of 
the lateral weights behaving differently (same as the number of hidden neurons behaving differently) 
thus allows for identification of the region of interest. 

Clutter Approximation Target Approximation 

0.5 

0   o 

Clutter - Lateral Weights 

0   o 

Target - Lateral Weights 

10 15 

Figure 4:  Approximation and status of the lateral weights at the end of the training for the clutter 
data of Figure 1 (left column) and the target data of Figure 1 (right column) 
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5.2    Simulation Set 2 

This above simulation may tempt one to consider that since the signal intensity is greatly different in 
each case, perhaps a simple threshold would have sufficed. As mentioned earlier, SAR images tend 
to be uni-modal and make it difficult for a global threshold to be identified. Furthermore, consider 
Figure 5 which shows in the left panel (top row), raw clutter data and in the right column (top row) 
clutter data has been artificially shifted (by 0.8) with induced random noise (±0.2). The simulation was 
created to show that the model order is unaffected by the addition of noise or shifting. Note however, 
that multiplication affects the variance of the function, and hence affects the model order. The bottom 
row of Figure 5 shows the lateral weights obtained in each of the two cases. Note the model order is 
the same in each case. 

Clutter Clutter (Shifted with Noise) 

0.5- 

0   o 

Clutter - Lateral Weights 

0   0 

Clutter (Shifted with Noise) - Lateral Weights 

10 15 

Figure 5: Clutter (left top) and clutter shifted and noise added (right top). The bottom row shows the 
corresponding lateral weights obtained from a network with identical parameters as those with which 
Figure 4 was obtained 
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5.3    Simulation Set 3 

The above proposed methodology was applied to four different target chip images (which contain the 
target and the clutter) as found on the MSTAR PUBLIC TARGET CD-ROM. Disjoint squares of 8x8 
were considered and the above algorithm was applied to each resulting square. All training parameters 
were held as discussed above. Figure 6 shows the raw image (T72/HB03838.015) and Figure 7 shows 
the number of hidden neurons2. In Figure 7, each grid rectangle reflects a block of the image, and the 
height of the peak indicates the model order required to produce the gray level surface of that block. 
Note that the actual target has been well isolated. These results can obviously be made better since 
the block may partially fall onto the target. Perhaps once the block has been noted to contain a target, 
a larger block can be grown around the detected block. Nonetheless over several simulations, the target 
was always detected despite such effects. Figures 8 through 13 repeat these simulations for different 
image files containing different targets. 

100 

120 

Figure 6: Sample SAR image containing a target (T72/HB03838.015) 

2 The model order is solely a function of the number of hidden neurons used, the number of inputs and the number of 
outputs. Since the number of inputs and outputs are fixed, the model order is indicated by the number of hidden neurons 
that are used. 
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Figure 7: Model Order for 8x8 blocks as determined (T72/HB03838.015) 

100 

120 

80 100 120 

Figure 8: Sample SAR image containing a target (Bmp2/HB03834.000) 
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0     0 

Figure 9: Model Order for 8x8 blocks as determined (Bmp2/HB03834.000) 

100 

120 

80 100 120 

Figure 10: Sample SAR image containing a target (Btr70/HB03797.004) 

42-13 



0      0 

Figure 11: Model Order for 8x8 blocks as determined (Btr70/HB03797.004) 

5 10 15 20253035404550 

Figure 12: Sample SAR image containing a target (Slicy/HB14977.015) 
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Figure 13: Model Order for 8x8 blocks as determined (Slicy/HB14977.015) 

5.4    Simulation Set 4 

The above proposed methodology was applied to images found on the MSTAR PUBLIC CLUTTER 
CD-ROM. Figure 14 shows a clutter image, and the corresponding model order is shown in Figure 15. 
Due to the large sizes of these images, and the limited computational resources that were available, 
mean for disjoint 32x32 blocks in the image were computed. Typically, those blocks that fall below a 
threshold are assigned the same model order as the first block (2 in the previous simulations). Other 
statistics could also be considered. In particular, skewness seems like a good measure due to some 
indications that clutter is negatively skewed. To show the locations where the computation of model 
order was actually done in this simulation, the blocks for which the mean was lower than the threshold 
are shown with 0 model order. Those blocks with non-zero model order were actually computed. One 
may observe that the few locations where the model order was computed, the model order came out to 
be 2. These clutter images typically result in a number of false alarms though no published results were 
available on the typical number of false alarms that contemporary algorithms produce. Nonetheless, 
this representative simulation clearly shows that the model order is much less than what typical targets 
give rise to (compare the peaks to those in the earlier Figures). 
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Figure 14: Sample clutter image (HB06197) 

o    o 

Figure 15: Model Order for 32x32 blocks as determined (HB06197) 
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6    Conclusions 

The minimization of false alarm is necessary to minimize the bottleneck that is likely at the recognition 
stage of an ATR system. Towards that end, this research used an innovative idea to allow for iden- 
tification of region of interest with minimal amount of false alarm. In the simulations that were run, 
model order provided discriminatory information regarding the location of potential targets. Clearly, 
model order deserves further attention as a tool for false alarm reduction in SAR images. Additional 
related topics for further investigation include: 

• The overall speed of the proposed model order based technique is much slower than that of other 
implementations (e.g. CFAR). Since the proposed networks always start from the same initial 
weights for each block and same training parameters, the trajectory of error decrease can be 
correlated to the model order without going through the entire training. Thus, a sophisticated 
table lookup can be used to reduce the processing time. 

• The advanced algorithm (with Gaussian Lateral Connections) was developed concurrently with 
the ROI determination. The advanced algorithm allows more sophisticated approximation of less 
strong returns. A more extensive testing of this algorithm is necessary (some of it will be reported 
in [21]). 

• Other forms of lateral connectivity in the network need to be investigated. 

• Other model selection criterion such as unbiased estimate of variance, final prediction error, 
Bayesian information criterion, and generalized cross validation can also be used is a framework 
to calculate the model order. This aspect was initiated in the Summer research but was only 
fleetingly evaluated. 

• Only the magnitude aspect of the return was used in the above simulations. The phase of the 
return also contains significant information and is anticipated to aid the determination of ROI's. 
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ON THE ANALYSIS AND DESIGN 
OF GAIN SCHEDULED MISSILE AUTOPILOTS 

Douglas A. Lawrence 
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Abstract 

The application of a recently developed methodology for gain scheduled control system synthesis to the 

design of a pitch channel missile autopilot is described. Conditions are given under which a nonlinear 

gain scheduled autopilot exists that linearizes to a prescribed family of linear autopilots designed over 

specified operating envelope. A combination of techniques are employed to satisfy these conditions. 

Nonlinear simulation results indicate satisfactory performance over the flight envelope. 
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ON THE ANALYSIS AND DESIGN 
OF GAIN SCHEDULED MISSILE AUTOPILOTS 

Douglas A. Lawrence 

1. Introduction 

Controlling the behavior of a missile or aircraft over a wide operating envelope is a challenging 

problem in large part due to the presence of significant nonlinear effects. Existing flight control systems 

typically employ some form of gain scheduling to compensate for these nonlinearities and yet preserve a 

linear controller architecture. Documented studies of gain scheduling methods applied to flight control 

problems have appeared in the literature. [1], [4], [8] - [15] 

A methodology proposed in [7] that focuses on nonlinear systems aspects of gain scheduling can 

be described in broad terms by the following steps: 

• Determine a nonlinear plant's family of constant operating points, parameterized by a 

designated set of scheduling variables. 

• For the corresponding family of linearized plants, design a family of linear controllers to 

meet prescribed design goals at each constant operating point. 

• Construct a gain scheduled controller that linearizes to the appropriate linear controller at 

each constant operating point. 

• Check nonlocal performance of the resulting nonlinear control system. 

In this methodology, the emphasis is on the linearization requirement of the third step. Specifically, 

technical conditions are derived for the existence of a nonlinear controller with this property. Further, it 

is shown that failure to satisfy these conditions will introduce so-called hidden coupling terms in any 

attempt to schedule the family of linear controllers constructed in the second step. These hidden coupling 

terms can potentially degrade system performance. 

This report describes the application of the above gain scheduling methodology to the design of a 

pitch channel autopilot for a hypothetical tail-controlled missile. The primary objective of this effort is to 

investigate the impact of a recently described interpolation strategy for linear point designs on the 

nonlinear controller implementation. In addition to advantages pointed out in [5], this technique allows 

one of the technical existence conditions to be met without imposing any constraints on the linear point 

designs. Moreover, this approach leads to a gain scheduled autopilot that has an appealing structure. The 

remainder of this report is organized as follows. The nonlinear missile model is presented in the next 

section. The gain scheduled autopilot design is described in Section 3. Simulation results are discussed 

in Section 4. Finally, concluding remarks are given in Section 5. 

43-3 



2. Missile Description 

A missile's longitudinal behavior is characterized by the following variables: 

Vm        missile speed in feet/sec 

a angle-of-attack in radians 

Q        pitch rate in radians/sec 

8 tail fin deflection in radians 

6 pitch attitude angle in radians 

r\z normal acceleration in gees 

h altitude in feet 

M        mach number. 

The short-period longitudinal aerodynamics are described by 

a   = 
1 

—[CN cos(a) - CA sin(a)] + gcos(9 -a) + Q 

ö  -  S§±c 
Jy 

and the remaining longitudinal aerodynamics are described by 

qS. 

(1) 

Vm      = 
m 

- [CA cos(a) + CN sin(a)] - g sin(0 - a) 

e = Q 
h   =   Fmsin(9-a) 

Normal acceleration is given by 

qS 

(2) 

nz   = mg 
-CN +cos(9). (3) 

The aerodynamic coefficients CA,CN, and C^ characterize the aerodynamic axial force, normal force, 

and pitching moment, respectively, of the missile. For the particular missile model used in this study, 

these aerodynamic coefficients are given by ([8]) 

CA     =    aa 

CN    =   a„a3+b„\a\a + c„(2-M/3)a + d„5 
CM    =   ama3+bm\a)p. + cm(-l+ZM/3)a.+dm8+emQ 

with polynomial coefficient values listed Table 1. Finally, dynamic pressure, q , is determined from 

9    =   \?VI 

where p is the altitude-dependent air density. The tail fin actuator is modeled by 

d_ 
dt 

0 1    1 [8] r o i 
-I -Ka^a. _s_ + kJ 

(4) 

(5) 
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where 8C is the commanded tail fin deflection in radians. Additional missile and actuator parameters are 

listed in Table 2. 

3. Gain Scheduled Autopilot Design 

The first step in the design process involves calculating the missile's family of constant operating 

points or equilibria. This poses an immediate difficulty in that true equilibria cannot exist for a ballistic 

missile since the condition Vm = 0 cannot be achieved without thrust. As an alternative, we consider only 

short-period equilibria. Specifically, we are interested in constant solutions to the algebraic equations 

resulting from the constraints ä = Q = 0: 

1 
0   = 

V c y
 m 

q°S[CN° cos(a° )-CA° sin(a° )] + g cos(8°-<x0) 
m 

+ 0° 
(6) 

o  -  Elic  " 
1y 

For any such solution, the corresponding normal acceleration value is 

r\z°   =   ^C„°+cos(eo). (7) 
mg 

We note that solutions to (6) will not yield zero derivatives in (2). 

Acknowledging the potential hazards of our approach, we continue with the design and recognize 

that, since (6) constitutes two equations in six unknowns, there is a continuous family of solutions which 

can be parameterized in several ways. Here we parameterize by angle-of-attack, mach number, altitude, 

and pitch attitude angle and determine pitch rate, tail fin deflection, and normal acceleration as functions 

of these variables to obtain the relationships 

Ö°   =   Q°[a.°,M°,h°,Q°] 
8°   =   50la°,Jl/0,A0,eo] (12) 

r\z°   =   T,2
0[a0,A/0,A0,e»]. 

In addition, the actuator dynamics yield 

8C°   =   8°[a0,A/0,A0,e°]. (13) 

For the remainder of this report, we ignore the dependence of this constant operating point family on pitch 

attitude and define © = [a   M   h] which will allow us to compactly write Q° (0), and so on. Also, © 

will play the role of the scheduling variable in the remainder of the design process. 

For the second step in the design process, we focus on the short period aerodynamics (1), the 

actuator dynamics (5), and normal acceleration (3) for which (12) and (13) characterize a parameterized 

family of constant operating points. For the associated parameterized family of linearizations, we 

consider a parameterized family of linear autopilots of the form 
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(14) 

xl    =   *lc - 'Hz 

xc    =   A(e)xc+B(e)[xj    r\z    Q]T 

5C    =   C(e)xc+D(G)[xj    r\t    Q]T 

where r\c is a commanded normal acceleration. The linear autopilot family was constructed as follows. 

For the cell in the scheduling variable set defined by 

{© e/?3 |0<Ja <. 10°, 3.0 <S M<. 35,20k <,h <, 30k fl\ 

linear H2 point designs were constructed at the eight vertices. On the interior of the cell, the control 

signals generated by each of the autopilots were linearly interpolated. This leads to a parameterized 

family of autopilots (14) with 

,4(0)   =   A   = 

£(©)   =   B   = 

C(0)   =   [p^Q 

£>(©)   =   [Pl(®)Dl 

~AX ...   o" 

0 -   A% 

"*i" 

P*. 
P8(©)Q] 

p8(©)As] 

where  (^,,5;,C,,Z),),; = l,...,8are state space realizations of the eight point designs and linear 

interpolation of the individual control signals is achieved by the p,(0) 's.  An important feature of this 

interpolation scheme as it relates to the construction of a nonlinear gain scheduled autopilot in the next 

step of the design procedure is that the A and B matrices above are independent of ©. 

As an indication of the performance and stability robustness achieved by the family of linear 

autopilots over the cell under consideration we consider the operating point corresponding to the center of 

the cell: 5 degrees angle-of-attack, mach 3.25, and 25k fl altitude. For the associated linearized short- 

period aerodynamics, actuator dynamics, and linear autopilot a closed-loop unit step response is given in 

Fig. 1 and a bode plot of the open-loop return difference is given in Fig 2. This situation essentially 

represent worst case linear performance achieved over the cell and yet these plots indicate acceptable 

transient response behavior and stability margin. 

It is important to note that in order to implement this interpolation strategy over an entire flight 

envelope, the corresponding scheduling variable set must be divided into an appropriate number of cells, 

with the above construction repeated on each cell. Further, a procedure to switch between parallel banks 

of linear autopilots as scheduling variable trajectories cross cell boundaries is required. These important 

issues are not pursued in this study. 

The next step in the design process is to construct a nonlinear autopilot of the form 
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XI    -   'He _ 'Hz 
*c    =   a(xc,X!,T\z,Q,&) 

8C    =   c(xc,Xj,r\z,Q,e) 
(15) 

that schedules the family of linear autopilots in the sense that the following two requirements are met. 

Requirement 1. At each constant operating point, the nonlinear autopilot generates the correct constant 

control value.    Specifically, there must exist functions  JC;°(@), XQ°(®)  t031 satisfy (suppressing 

arguments) 

fl(xc°,*/°,Tir
0,ß0,e)   =   0 

cCcc0,^0,^0,^,©)   =   8°- 
(16) 

Requirement 2.  At each constant operating point, the nonlinear autopilot linearizes to the appropriate 

linear autopilot. Specifically, the following partial derivative identities must hold. 

da 
°° (xc

0,x7°,Tiz
0,Ö0,©)    =    A 

8xc 

da 
d(xj 

dc 

,0 
dc 

dxc 

d(Xl .■Hi .,0) 

(xc^xj0,^,^,®)   =    B 

(xc
0,Xf0,nz

0,Q0,®)   =    C(0) 

(xc0.*/0.»!«0.^.®)   =    D(&) 

(17) 

and 

(xc^xj0,^0,^,®)   =   0 
da_ 
d® 

^-(Xc^XjO,^*,?,®)     =    0. 
96 

(18) 

The identities in (18) reflect the fact that the family of linear autopilots does not exhibit linear terms in the 

scheduling variables. The following theorem establishes necessary and sufficient conditions for the 

existence of a nonlinear autopilot that meets these two requirements. 

Theorem. There exists a nonlinear autopilot (15) that meets Requirements 1 and 2 if and only if there 

exist functions xj°(@), XQ0(®) that satisfy 

A—— + B 
d® 

a® 

dxjO/d®' 

dnz°/d® 

dQ°/d® 

dxjO/d®' 

dr\z°/d® 

dQ°/d® 

=   0 

(19) 

66° 
d® 

Proof. For necessity, suppose there is a nonlinear autopilot that satisfies Requirements 1 and 2. Then 

differentiating (16) with respect to 0 and substituting the identities in (17) and (18) yields (19). For 

sufficiency, suppose there are functions xj°(@), XQ°(®) that satisfy (19) and consider 
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a(xc,Xj,r]z,Q,e)   =   Axc+B 

xl 

Q 

c(*c.*/.Tlz,ß,Ö)   =   5° (©)+C(©)[xc-xc° (©)] + £(©) 

Since A and B are independent of ©, the first identity in (19) gives 

Axc°(ß) + B 

*/- -*i°m' 
nz- -T|2°(e) 

Q- -ß°(ö) J 

(20) 

*/°(©) 
Tlz°(©) 

ß°(6) 
=   0 (21) 

which gives the first identity in (16). It is also clear that the first two identities in (17) and the first 

identity in (18) are satisfied. Next, it is easy to see that the second identity in (16) and the last two 

identities in (17) hold for any choice of functions xj°(&),*c°(®) and it remains to check that the 

second identity in (18) is satisfied. Differentiating (20) with respect to © and evaluating at any constant 

operating point yields 

~dx]°/de~ 

^7(*c°>*/0>nz°>e<\©)   =   -^-C(©)^-D(©) dr\z°/d& 
9075© _ 

(22) 

which is zero due to the second identity in (19). 

DDD 

It is worth emphasizing that since this particular interpolation scheme leads constant A and B matrices, 

the first identity in (19) is equivalent to (21). Consequently, for any choice of xj °(©), we can satisfy the 

first identity in (19) by taking 

"*/0(©)~ 
(23) -h xc°(0)   =   -A~lB nz°(©) 

0°(0) 

since the linear point designs will have each At invertible.   Also, the second identity in (19) can be 

rewritten as 

KDC(®) 

dxjO/de' 

dr\z°/de 
90790 

95° 
90 

(24) 

where 

^(0)  =  -C(e)A-lB + D(e) 

is the DC gain of the interpolated linear autopilot.   Hence, the existence conditions reduce to a single 

equation (24) which can be solved for dxj °/90 to yield a partial differential equation of the form 
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dxr 

50 
G(0)   =   [Gi(0)   G2(0)   G3(0)] (25) 

This equation has a solution x/°(0) if and only if the following mixed-partial derivative conditions are 

satisfied 

dG, 

ae; 

/   _ dG,- 
■,■ l£/<y£3 (26) 

When these conditions are satisfied, a solution to (24) can be expressed by a line integral of the form 

x7°(0)   =   C0+fG(x)-(E 
y 

where Y is a suitably smooth but otherwise arbitrary path from a fixed point ©0 to 0 and 

C0=xj°(®0). Unfortunately, these conditions are restrictive and typically will not be satisfied. It is 

always possible, however, to construct a function for which any one of the three scalar identities in (25) is 

satisfied. This is done by choosing the path of integration along the coordinate axes in a specified order. 

For example, to achieve equality for the first scalar identity in (25), take 

a M h 
xj°(ß)   =    \Gx{x,M,h)dx+   lG2(a0,y,h)dy+ jG2(a0,A/0,z)<fc (27) 

where we have taken C0 =0 and have used the notation © = [a M h] and ©0 =[a0 M0 h0]. 

Taking the terms on the right hand side in reverse order, the third term corresponds to integrating along 

the 03 =h axis from (a0,A/0,/»o) to (a0,M0,h). The second term corresponds to integrating along 

the ©2 =M axis from (a0,M0,A) to (a0>M,h). Finally, the first term corresponds to integrating 

along the ©j =a axis from (a0,M,A) to (a,M,A). Direct calculations then give 

dx J-(ß)   =   Gi(ß) 
da 

^(6) 
dM 

dx 

G2(0)+ r 

a 
Me) = G3(©)+ J 
oh 

a-0 

^L(x,M,h)-^(x,M,h) 
Ö@2 Ö@i 

^-{x,M,h)-^x,M,h) 
5©3 0©! 

dx 

dx 

M 

+   J 
M0 

—2-(a0,y,h)-—^(a0,v,Ä) 
öQ-x 90, 

dx 

It can be seen that the first identity in (25) indeed holds.  Also, the mismatch in the last two identities 

depends on the difference of the mixed partial derivatives. 

In summary, the gain scheduled autopilot takes the final form 
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*/    =    'He 

XQ    =   A XQ + B 

xl 

8C    =   8° (©)+C(©)[xc-xc° (©)] + £>(©) 
*/- -V(©)" 
nz- -Tlz°(©) 

ß- -ß°(©) J 

(28) 

=   C(0)xc+£>(©) T\z 

ß 
+    X(0) 

where 

H&)   =   8° (©)-C(©)xc° (©)-£>(©) 

X,°(0) 

T1Z°(©) 

ß°(©) 

=   8°ß)-KDC(&) 

x7°(0) 

*lz°(©) 
ß°(©) 

(29) 

with Xy °(0) given by (27). This gain scheduled autopilot generates a control signal that is composed of 

two distinct pieces. The first component corresponds to the linear interpolation of the control signals 

generated by the eight linear autopilots operating in parallel. The second component can be thought of as 

a correction term that addresses the previously described requirements imposed on the autopilot. Even 

though this correction term only removes the hidden coupling term corresponding to angle-of-attack, its 

impact on system performance is significant. 

In the fourth step of this gain scheduling methodology, nonlocal performance over the entire 

operating point envelope is normally analyzed under the assumption that all exogenous signals acting on 

the system are sufficiently slowly-varying. [3] [6] Here there is some concern over the fact that linear 

designs were performed about operating points that are not equilibria for the overall longitudinal 

aerodynamics. On the other hand, gain scheduled pitch channel autopilots are traditionally designed 

using a short-period approximation in a manner similar to that described here and work well in practice. 

This outcome can be explained as follows. The overall closed-loop system can be decomposed into two 

subsystems in a feedback configuration. The first subsystem consists of the short-period aerodynamics (1), 

the actuator (5), and the autopilot (28) with appropriately defined inputs and outputs. The second 

subsystem consists of the remaining longitudinal aerodynamics (2) whose inputs are the outputs of the 

first subsystem and vice-versa. It can be shown using the analysis of [6], that the first subsystem is locally 

finite-gain input-output stable. [2] It also can shown using energy considerations that the output of the 

second subsystem is uniformly bounded. It can then be shown using the small gain theorem that the 

overall system possesses a stability property consistent with behavior exhibited in simulation studies. 
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4. Simulation Results 

A Simulink™ simulation was constructed for the closed-loop system consisting of the 

aerodynamics (1) and (2), the actuator dynamics (5), and the gain scheduled autopilot (28). Simulation 

results are presented here for an initial condition corresponding to the constant operating point 

parameterized by: 

angle-of-attack 0 degrees 

mach number 3.5 

altitude 25,000feet 

pitch attitude 0 degrees 

and a -40 g normal acceleration step command at t = 0. This scenario was selected to generate a 

scheduling variable profile that spans much of previously specified cell in order to test the validity of the 

point design interpolation scheme. Various responses are shown in Figs. 3 through 9. Fig. 3 shows the 

normal acceleration response when the correction term (29) is included (solid curve) and when it is 

omitted (dashed curve). With the correction term in place, the response is in good agreement with 

linearized responses throughout the operating envelope. With the correction term removed, the 

destabilizing effects of a hidden coupling term due to angle-of-attack that is necessarily present are 

apparent. The remaining figures depict responses with the correction term in place. 

5. Concluding Remarks 

In this report, the application of a recently developed methodology for gain scheduling to a 

missile autopilot design problem has been described. A key feature of the design is the incorporation of a 

control signal interpolation strategy which allows one of the technical existence conditions to be satisfied 

without imposing any constraints on the linear point designs. Moreover, this approach leads to a 

nonlinear gain scheduled autopilot that has the structure of a linear parameter-varying autopilot plus a 

correction term. 

The gain scheduling methodology employed in this work presumes that linear controller designs 

are computed based on plant linearizations about constant operating points or equilibria. In the autopilot 

design studied here, this was not possible and the alternative was to use short-period equilibria assuming 

all other variables are constant. This appears to be common practice and results in autopilots that perform 

well. A mathematical justification of this phenomenon can be derived using standard stability results. 
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Axial Force Coefficient     Normal Force Coefficient     Pitch Moment Coefficient 

aa= -0.300 a„ = 19.373 am =40.440 

b„ =-31.023 bm =-64.015 

c„ =-9.717 cm = 2.922 

d„=-1.948 rfOT =-11.803 

em =-1.719 

Table 1. Aerodynamic Coefficient Parameters 

MVWWVMWVVVVVVWWVIMVVWWHnWVVVVVVVVVVWVVVVVV^^ 

Symbol     Description Value 

s surface area 0.44 feet2 

m mass 13.98 slug 

g acceleration due to gravity 32.2 feet/sec2 

d reference length 0.75 feet 

ly pitch moment of inertia 182.5 slug-feet2 

?. actuator damping ratio 0.7 

©a            actuator natural frequency 150 radians/sec 

Table 2. Missile and Actuator Parameters 
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Fig 1. Linearized Normal Acceleration Step Response. 
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Fig. 2. Linearized Return Difference Frequency Response. 
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Fig. 3 Nonlinear Normal Acceleration Responses. 

Fig. 4 Nonlinear Angle-of-Attack Response. 
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Fig. 5 Nonlinear Pitch Rate Response. 
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Fig. 6 Nonlinear Commanded Tail Fin Deflection Response. 
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Fig. 7 Nonlinear Mach Response. 
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Fig. 8 Nonlinear Altitude Response. 

43-17 



BOUNDARY CONDITIONS APPLIED TO THE 

FINITE VOLUME TIME DOMAIN METHOD 

FOR THE SOLUTION OF MAXWELL'S EQUATIONS 

Robert Lee 

Associate Professor 

Department of Electrical Engineering 

The Ohio State University 

2015 Neil Avenue 

Columbus, OH 43210 

Final Report for: 

Summer Faculty Research Program 

Wright Laboratory 

Sponsored by: 

Air Force Office of Scientific Research 

and 

Wright Laboratory 

August 1997 

44-1 



BOUNDARY CONDITIONS APPLIED TO THE 

FINITE VOLUME TIME DOMAIN METHOD 

FOR THE SOLUTION OF MAXWELL'S EQUATIONS 

Robert Lee 

Associate Professor 

Department of Electrical Engineering 

The Ohio State University 

Abstract 

In this report, we consider the application of the anisotropic perfectly matched 

layer (PML) absorbing boundary condition to the finite volume time domain (FVTD) 

method. At this point, the anisotropic PML has been applied to both the finite dif- 

ference time domain method and the finite element method in the frequency domain; 

however, no work has been done for extending this method to FVTD. This report 

contains a review of FVTD applied to electromagnetics. It is followed by a review 

of the general theory of the anisotropic PML. Finally we formulate the PML for the 

FVTD method. 
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BOUNDARY CONDITIONS APPLIED TO THE 

FINITE VOLUME TIME DOMAIN METHOD 

FOR THE SOLUTION OF MAXWELL'S EQUATIONS 

Robert Lee 

I..      Introduction 

The concept of using a lossy material to absorb an outgoing wave in order to 

simulate an infinite region of free space for finite methods is not a new one [1]. 

However, this method of truncation has not gained widespread use because of the 

reflections which occur at the free space/material interface. One idea to minimize the 

reflections at this interface is to choose a low loss for the material. Unfortunately, the 

lossy region must be sufficiently large to attenuate the wave, which can significantly 

reduce the computational efficiency. 

Berenger [2] has introduced a modification to Maxwell's equations in order to al- 

low for the specification of material properties which result in a reflectionless lossy 

material. The material is reflectionless in the sense that a plane wave propagating 

through an infinite free space/lossy material interface has no reflection for any angles 

of incidence. Berenger refers to this material as a perfectly matched layer or PML. 

Although Berenger demonstrates the validity of his approach with numerical experi- 

ments, the physical meaning of his modifications to Maxwell's equations is not very 

clear. Chew and Weedon [3] provide a systematic analysis of the PML in terms of the 

concept of "coordinate stretching". They demonstrate that Berenger's modifications 

to Maxwell's equations can be derived from a more generalized form of Maxwell's 

equations. There has also been additional work done on the PML, including that of 

Mittra and Pekel [4] and Rappaport [5]. 

44-3 



Recently, it has also been discovered by Sacks et al. [6] that the reflectionless 

properties of a material can be achieved if the material is assumed to be anisotropic. 

Unlike Berenger's approach, this one does not require a modification of Maxwell's 

equations, making it easier to analyze in the general framework of electromagnetics. 

One of the important issues to resolve is the differences between the PML proposed by 

Berenger and the anisotropic PML proposed by Sacks et al. In this paper, we review 

the derivation of the two PML methods in order to demonstrate that they produce 

different field results even though the associated differential equation and tangential 

field boundary conditions are the same. In this report, we present the theory of 

the anisotropic PML andd its application to FVTD. In this report, we consider the 

electromagnetic boundary 

II..       Finite Volume Time Domain Method 

The general time domain form of Maxwell's equations in the absence of sources 

for materials which are linear, isotropic, and lossless can be written as 

V-D = 0 (1) 

V-£ = 0 (2) 

Vx£=-f (3, 

VXtf = -f (4) 
—* -♦ —* —* 

where B = ßH and D = eE. The variables ß and e are the permeability and 

permittivity, respectively, of the material. Note that equations (1) and (2) can be 

derived from equations (3) and (4) through the application of the divergence operator 

and a stipulation on the initial conditions (zero fields for t < 0).   Thus, the two 
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curl equations ((3) and (4)) can be used to fully determine the electromagnetic field 

solution. 

The two curl equations can be represented in the cartesian coordinate system as 

8Ü     dFx     dFv     dFz     n 

where 

U — [Ex,Ey,Ez,Hx,Hy,Hz] (6) 

Fx = {0,-Hz/e,Hx/e,0,Ez/fx,-Ey/ß}T (7) 

Fy = [Hz/e,0,-Hx/e,-Ez/ß,0,Ex/ij]
T (8) 

Fz = [-Hy/e,Hx/e,0,Ey/ß,-Ex/ß,0}T (9) 

The terms Fi: i = x,y,z are commonly referred to as flux vectors. Although the 

above equations are for the Cartesion coordinate system, we can obtain similar forms 

for other coordinate systems. In fact, the extension to a general curvilinear coordinate 

system can be found in []. 

Let us rewrite equation (5) in a more compact form: 

f + V-F = 0 (10) 

where 

F = x Fx + yFy + zFz (11) 

The form of (10) is useful for FVTD. To demonstrate this, let us apply FVTD to a 

sample cell shown in Figure 1. The cell is a hexahedral with volume V and surface 

S. The typical edge length of the cell is h. The unit vector h is pointed in the 

outward normal direction to the surface S.   In the FVTD formulation, we use the 
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approximation that (10) is satisfied in the weak sense within V, i.e., 

Ill dv = 0 (12) 

An application of the divergence theorem to the second term in (12) leads to 

d(VÜ) 
dt     +JJs

Ü-Fds = ° <13) 

where U is the average value of U within the cell and is given by 

We choose the unknown field quantities in U to be located at the centroid of the cell. 

Let us call this value U. It can be shown [8] that for smooth solutions, Ü = 0 + O(hn) 

when the approximation for the flux at the cell surfaces is accurate to within 0(hn). 

There are a variety of different interpolation schemes to determine the flux at the cell 

surfaces in terms of U. A common choice is the MUSCL scheme [9], 

The time stepping algorithm is important for determining both the accuracy and 

stability of the FVTD method. The two-stage, second-order-accurate Runge Kutta 

scheme has been applied successfully to FVTD [10]. More recently, the multi-stage 

fourth-order-accurate Runge-Kutta scheme has been implemented [8]. This scheme 

requires twice the number of arithmetic operations as the two-stage algorithm; how- 

ever, it produces more accurate results, and its superior stability properties allow one 

to choose a larger time step. 

III..       Outer Boundary Condition: The Perfectly Matched Layer 
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(a)    Anisotropie PML Theory 

The derivation here is based on [6], but there are some slight changes in notation to 

help in the comparison with Berenger's PML. The time-harmonic form of Maxwell's 

equations can be written as 

V • [e]E 

V • \p]H 

Vxl 

V xH 

0 

0 

~Mß]H 

ju[e]E (15) 

where [ß] and [e] are the effective permeability and permittivity of Region 2, respec- 

tively. In this paper, we concentrate on materials with [ß] and [e] diagonal in the 

same coordinate system. 

f^+£    ° 0 \ 

0        th + % 0 

K      0             0 ßz + ^    , rz           JW     ) 

( ex + $■         0 x     ]u 
0      \ 

0         e   + ^ u           e!/ ^ jw 0 

\       0              0 z     3" I 

[/Z] such that 

M = M 
e        \x 

(16) 

to match Region 2 to Region 1. Thus, we can write 

/ 

[ß] = ß\A]   =   ß 

V 

a   0 °) 
0   b 0 

0   0 c) 
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(a   0   0 ^ 

= 6[A] 0   b   0 

0   0c 

;i7) 

where a,b,c are in general complex. Consequently, Eq. (15) reduces to 

V • e[A]E =   0 

V • fi[A]H =   0 

Vxl =   -jufj,[A]H 

V xH =   Jue[A}E (18) 

As in Berenger's PML, we must specify a further condition to the PML material 

to make it reflectionless to a plane wave. For a wave propagating in the z direction, 

we must specify a = b = 1/c. For a propagating wave to decay exponentially, we 

must specify that the Im(a) < 0. Also, the Re(a) can be specified for the desired 

absorption of evanescent waves. 

(a.l)    Use of anisotropic PML for FVTD 

The above formulation for the anisotropic PML is for the frequency domain. In 

order to find the time domain equations for the PML, we must modify the PML 

equations. We derive the equations for the case where the absorption is along the z 

direction. The matrix term [A] is written as 

^ a   0     0   ^ 

[A] = 0   a     0 

0   0   1/a ) 

(19) 
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where we specify a = a + cr/joo = (a + jcoa)/jto with a and a Deing values which we 
—*                    —* 

choose. The constitutive relations for B and E leads to 

juBx =   Ho{v + Jua)Hx 

jU)By -   ßo(v + Jva)Hy (20) 

(a + jcoa)Bz =    JLÜ/jL0Hz 

jvDx =   e0{a + ju>a)Ex 

JUjDy -   e0(a + juja)Ey (21) 

(a + JLua)Dz =   jioe0Ez 

Substituting (20) and (21) into the frequency domain form of Maxwell's equa- 

tions and then transforming to the time domain produces the following eight scalar 

equations: 

dHx     a rr —- + -Hx   = 
dt       a 

1    (dEy     dEz\ 

aßo \ dz        dy ) 
(22) 

9HV    ,    ° rr 
dt       a 

1    idEz     dEx\ 

a/x0 \dx       dz J 
(23) 

dBz 

dt 
dEx     dEz 

dz       dy 
(24) 

8f' + '-B.   = 
dt       a 

ßodHz 

a   dt 
(25) 

dEx + aEx   = 
dt       a 

1     fdHz        dHy\ 

ae0 \ dy        dz J 
(26) 

dt   + aEy   ~ 

1   (dHx     dHz\ 

ae0 \ dz        dx ) 
(27) 

dt   +Vz 

dHy     dHx 

dx        dy 
(28) 

dD* + aD    = 
dt       a 

e0dEz 

a dt 
(29) 

The application of the PML to FVTD requires some modification of the original 

FVTD equations. Equation (5) is only for lossless media. Also , the variables are not 
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well-suited for the PML region. A more suitable set of FVTD equations are 

dU 

8t+^U+
dx 

8FX     8FV     dFz + 
dy 

+ 
dz 

= 0 (30) 

where 

U   = 

Fr   = 

Fz 

[Ex, Ey, Dz, Hx, Hy, Bz] 

[0, -Hz/(e0a), Hx/, 0, Ez/(ß0a), -Ey]T 

[Hz/{e0a), 0, -HXi -Ez/(ßoa), 0, EX]T 

[-Hy/(e0a),Hx/(e0a),0,Ey/(/ji0a)} -Ex/(ß0a),0}T 

(31) 

(32) 

(33) 

(34) 

and the matrix [A] is given by 

/ 0      0 

0      0 

V 

a/a     0 0 0 

0      a/a 0 0 

0        0 0 0        0      0 

0 0 a/a     0      0 

0 0 0     a/a   0 

0 0 0 

0 

0 

0 0      0 

(35) 

The above equation (30) in conjunction with (25) and (29) forms the basic FVTD 

equations for the PML region with the wave being absorbed in the z direction. Similar 

equations can be derived to absorb the wave in the x and y directions. 
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DEVELOP AN EXPLOSIVE SIMULATED TESTING APPARATUS FOR 
IMPACT PHYSICS RESEARCH AT WRIGHT LABORATORY 

Junghsen Lieh 
Associate Professor 

Mechanical & Materials Engineering 
Wright State University 

Abstract 

The research task is intended to develop a simulated process that may be used to test 

different materials for resistance to failure from internal explosions. Theoretical derivations and 

analyses were made of the design of the test device. The equation for the stress intensity of 

multiple bar impact theory was evolved. The formula for reflective and transmitted stress 

intensity on varied areas for the impact was also derived. Three scaled down models were used to 

obtain pressure data in order to analyze the feasibility of the design, which will simulate the 

characteristics of the larger design. Various tests were conducted at Range A (Building 22B) of 

Wright Laboratory. An analysis was conducted in order to develop a full-scale model that will be 

eventually fabricated and tested. 

45-2 



DEVELOP AN EXPLOSIVE SIMULATED TESTING APPARATUS FOR 
IMPACT PHYSICS RESEARCH AT WRIGHT LABORATORY 

Junghsen Lieh 

Introduction 

The use of real explosion processes to test plates of different materials for their resistance 

to failure is an expensive, time consuming, and hazardous task. The idea to develop a low cost 

and safe testing procedure to mimic a real explosion has been recommended by Dr. Arnold 

Mayer of Wright Laboratory. The purpose of this idea is to test plates of different materials for 

their resistance to failure when subjected to internal explosion. A good example to resist failure 

is the wing of an airplane to make up the fuel cell. To test the materials, a system is necessary 

which utilizes a cylindrical pressure tank. The tank will be filled with water, with a plunger in 

one end, and the test plate mounted on the opposite end. A stress pulse can be created by a 

projectile pressurized and released through a gun barrel that transmits the impulse to the water by 

striking the plunger in the cylinder. 

As a preliminary step in this continuing project, three scaled-down devices were created to 

verify the feasibility of the full-scale test machine. The scaled-down devices were simplified, for 

it is only necessary to attain design parameters, not to test plates. The devices are composed of: 

1) One piston and one projectile per test, 2) Three cylinders each with 0.5", 0.75" and 1.0" 

diameter bore, respectively, and 3) Two pressure transducers. These three cylinders were 

completely similar with exception of the internal diameter, or bore diameter. Three separate bore 

dimensions are necessary in order to study the effects of a smaller bullet striking larger plungers. 

Each cylinder configuration has a piston of the same diameter as its internal bore (i.e., 1/2", 3/4", 

and 1"). The pressure transducers were mounted in holes at the end and the side of each cylinder. 

The cylinder, bullets and pistons were all fabricated from carbon steel. The pressure transducers 

were purchased from Kistler. 

A number of tests were conducted in the summer, ranging from low to medium projectile 

speeds, and from small pistons to large pistons at various helium pressures. Test data were 

analyzed and used for tuning the next tests. The results from the tests are to be utilized as the 

design criteria of the full-size impact machine. 

45-3 



Methodology 

Figures 1 and 2 illustrate the testing system and the scaled-down cylinders. Each bored 

cylinder contains two mounting holes for pressure transducers (one on the sidewall and the other 

at the end), and two water holes on the top. Two types of pressure sensors from Kistler were 

used, one with a rated pressure of 15,000 psi and the other 70,000 psi. A transducer may require 

a high-insulation-resistance, a low-noise signal cable, a charge amplifier operating CHARGE 

mode. The system was connected to a Kontron data acquisition unit. A high-speed CCD camera 

and a VCR were used to record the impact between the bullet and plunger. Two different 

mounting schemes were recommended in Kistler's operation manual (see Figure 3). For real 

explosions where high-speed particles may be created, Recess Mounting should be utilized. In 

the earlier tests, the cylinders were fabricated based on this arrangement. Flush Mounting was 

later recommended due to the fact that there were no particles generated in the water during 

testing. All three cylinders were later modified based on the Flush Mount requirements (see 

Figure 4). 

The setup procedure for each test includes the following steps: 

1. Mount and align the cylinder on the supporting structures, 

2. Measure and record the dimension and weight of bullet and plunger, 

3. Insert two-third length of plunger into the cylinder, 

4. Insert the bullet into the gun barrel until it reaches the front end, 

5. Fill the water using the top holes into the cylinder until overflow, 

6. Use set screws to cover and seal both water holes, 

7. Connect the pressure transducers to the charge amplifier and check the setup, 

8. Open the helium valve on the supply line of gun barrel, 

9. Setup the high-speed camera on the PLAY mode, 

10. Evacuate personnel to control room and close the security door, 

11. Set the helium pressure to a desired value, 

12. Setup the Kontron parameters: sampling times, channels, lasers, voltage levels, offsets, etc., 

13. Turn the security key, arm the system and shot the gun, 

14. Calculate the bullet speed using v = AL/At, where AL is the distance of two lasers, and At is 
the measured time between the lasers, 

15. Zoom and examine the time history of each transducer channel and record the pressure data. 
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Figure 1. Schematic of the impact test system. 
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Calculation of Cylinder Stresses 

Denote the outer and inner radii as r0 an r„ and the internal pressure as ph the radial and 

tangential stresses may be expressed as follows [1]: 

<?i = 

rl?i 

' O 'l 

l+x 

<?r = 

rt2Pi 

'O 'l 

\ 
r2 

'"7 
V J 

(1) 

(2) 

Since both have maximum values at the inner surface, by substituting r = r, yields the maximum 

radial and tangential stresses as shown in Table 1. 

Table 1.   Max. tangential and radial stresses of the scaled-down cylinder models, (p, 
10,000psi, r0 = 1.5"), material yield strength <jy = 32,000 psi. 

■—^^Sjresses 
r, (Bore)   ~"~       -^^ 

Tangential Stress (psi), cr, Radial Stress (psi), ar 

0.250 10,570 -10,000 
0.375 11,333 -10,000 
0.500 12,500 -10,000 

For a regular carbon steel with Sy = 32,000 psi, the above design is quite safe. For a small outer 

diameter (say d0 = 2.5"), the tangential stress will become 11,330, 13,270, 16,670 psi, 

respectively, with a safety factor of nearly 2. 

Impact Theory 

From the measured explosion data, the water pressure generated in the cylinder should rises 

up to 10,000 psi within 10 |isec and drops to 500 psi within 100 (isec. The theory used to obtain 

the conclusions of this section are an extension of theory derived about elementary one- 

dimensional elastic stress waves in long uniform bars due to impact [2,3]. The assumptions 

acquired narrow the scope of analysis to the coaxial collision of four bars of identical cross- 

sectional area but unequal impedance: an example of energy and momentum transmission. For 

the report, the initial assumptions were used: 
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• Identical cross-sectional area but unequal impedance (p0c) 

• Constrained with the condition that l1/cl = l2/c2 = tyc3 = T (where / = length of a bar, and c = 
speed of the longitudinal stress wave in the material) 

Figures 5(a) and (b) show the stress and speed situation at time t=0 and t=T.   The 

compressive force and hence stress at the interface between the first and second bar during the 

period 0<t<T is the same in both bars. Denote the initial velocity of bar 1 is v0, the following are 

the stresses at each interval. In period 1, 0 < t < T: 

G\ = PlCl(Vo - v2) (3) 

02 = P2C2V2 (4) 

where both stresses are assumed to be the same, i.e., a\ = a%.   v2 is the particle speed in the 

second bar when supporting the stress a2. Hence, 

P\c\       .. (5) '2- vo 
P\C\ + Plc2 

and 

<j2 =a] = v0 (6) 
P\C\ + P2C2 

The head of the stress wave in each of the first and second bars reaches the end of the bar 

opposite to that at which impact took place, at the same instant and after time T. In period 2, 

T<t<2T: 

(i) The compressive wave in the first bar reflected from its free end after t=T, as an unloading 
wave of tension; the first bar is completely stress free at t=2T. But each particle of the bar will 
have a speed to the left, see Figure 5(c), of 

v2 - (v0 - v2)   = 2v2- v0 = (ß\C\ - plC2)vJ{p\C\ + P2C2) (7) 

(ii) Because the stress at the interface between the second and third bars is the same and if vj 
denotes the particle speed in the third bar when stressed to the level a3 

Ol = P2C2(v2-Vi) (8) 

O-i   =/73C3V3 (9) 
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Figure 5. 4-bar impact diagram. 
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0"3 = 0"2 + Ö2 

2p2c2 

(10) 

Vo   =■ 

0-3 

A>c2 + /?3C3 

 1P\C\Plc2  

(Acl +P2C2)(P2C2 +/>3C3) 

1p\Cxp2C2p3C3 

(Acl +P2C2)(/02C2+/73C3) 

(ID 

(12) 

The above 3-bar theory can be easily extended to obtain 4-bar equations, i.e. for the period 2T < 

t < 3T, the wave from bar 3 reaches the interface of bars 3 and 4. Bar 4 will get a speed v4, and a 

stress acting on the surface between bars 3 and 4 is 

O3' = PsCj(V3-V4) 

04 = P4C4V4 

But 04=03+03 therefore, 

(13) 

(14) 

VA =■ 
2/?3c3 

•Vo = 
4pxcxp2c2p3c3 

p3C3+p4C4    3      {pxcx + p2C2\p2C2+p3C3\p3C3+p4C4) 

04 = 
 ^P\Clp2c2p3c3p4c4 v 

(Plcl +P2
C

2XP2
C

2 
+ P3C3\P3C3 + PA

C
A) 

(15) 

(16) 

Stress Transmission in Varied Cross Sections 

Use an approach concerning longitudinal wave propagation and consider the momentum to 

acquire a relationship between stress and area (see Figure 6). 

Vi 

Si 

Ai 

<r -> 

s2 
A2 

<e 

Figure 6. Bar Sj and S2 coaxial impact (A1*A2, vi > v2). 

-> 
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Let u0 be the speed common to both bars after Si and S2 coaxial impact. The force acting on both 

bars at the common interface is the same. Denote <j\ and a2 the stresses generated, then 

Aiai = A2<J2 

and 

A\ p\ ci(vi - w0) = A2p2c2(u0 - v2) 

It yields 

uo=- 

V2+jVl£LVl 
A2P2C2 

1 + 
A\P\C\ 
A2P2C2 

It is now straightforward to calculate 07 and a2 resulting in 

<x, =■ 

1 + 

and 

o--, 

A\P\C\ 
AlPlc2 

P2C2V2 

1 + 
A\Plc\ 

1-^ 
Vi 

-1 
AxPxcx 

A2P2C2 
A2P2C2 

Assume p\C\ = pic2 = pc, and define the area ratio as p. = A\/A2, then 

v2 +//v, 
"0 = 1 + // 

If the starting speed of bar S2 is zero (i.e., v2 = 0), 

u0 = 
l + p 

then, 

ff, = yOCV! 

o-2 = pcv[ 

1 

1 + // 

M 
1 + /I 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 

Now consider an incident elastic wave of compressive stress of intensity <j\ moving to the 

right (See Figure 7), through a stationary bar of material Si of cross-sectional area A\. The stress 

is partially transmitted and partially reflected at the surface of discontinuity AB where the second 
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bar of material 52 and cross-sectional area A2 is perfectly attached to S\. Note that if A2 were zero 

the wave would be wholly reflected while if Si and 52 were identical the wave would be wholly 

transmitted. Since 5i and S2 are of different areas and materials, then, at AB, the incident wave 

must be both reflected and transmitted. 

A 
^ -  w, 

 ►   I/  ► v2 
. ►               V> 

s2 
A2 

s,         1 
A, 

rr.                   ^  _ .w 
OR CFr 

B 

Figure 7. The relationship of Oi, at, and <rR in elastic wave transmission. 

The transmitted stress wave intensity through 52 is defined as at, and that reflected back 

through Si is OR. With oa=p<f>iy0, it may be found that the conditions to be satisfied at AB are: 

(1) The force on plane AB acting on Si and S2 are at all the time equal; (2) The particle velocity 

in plane AB, in the material, for Si and S2 are equal. If both OR and ot are taken to be 

compressive then 

Ai(oi+ OR) = A2crT (26) 

Noting that oj and OR are associated with waves traveling in opposite directions, therefore, 

Vi - VR = VT Or        P\Ci(CT\ - OR) = PIC2OT (27) 

in which v denotes the particle speed and subscripts /, R and T refer to the incidence, refection 

and transmission, respectively. Hence, 

A2p2c2-Alplcl 
o» =■ 

Gj 

A2p2c2 +Alplcl 

2A!P2
C2 

07 (28) 

(29) 
A2P2C2 + A\P\C1 

In case same material is used, i.e., p\ = pi and cx = c2, the transmitted and reflective 

stresses may be simplified as 

Ao -A, 
CTi ■°i = -r—r^i 1 + p A9 + A 

(30) 
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2// 2AX 
Gj = Oi  =  <J j 

1 + n A2+ Aj 
(31) 

Empirical Data and Calculations 

The data collected during testing at Wright-Patterson Range A are listed in full in the 

Appendix. The comparisons that follow show the relationships necessary to verify the feasibility 

of the full-scale test device. A tabulation of data acquired to show velocity relationships of the 

bullets to pressure is shown in the Appendix. These relationships were necessary to determine 

which pressures were required for the tests. 

The data acquired from the tests are compared to theoretical calculations from the theory 

section in the Table 2 that follow. Figures 8, 9, and 10 show a graphical representation of the 

data. 

Table 2. Comparison between 

(a) 0.5" BULLET - 0.5" PISTON, 

empirical and theoretical data. 

(b)0.5" BULLET - 0.75" PISTON,  (c) 0.5" BULLET - 1.0" PISTON 
test date bullet 

(ft/s) 
measured 

cr(psi) 
calculated 

cr(psi) 
error 
(%) 

test date bullet 
(ft/s) 

measured 
o-(psi) 

calculated 
a (psi) 

error 
(%) 

test date bullet 
(ft/s) 

measured 
o-(psi) 

calculated 
cr(psi) 

error 
(%) 

7/23/97 182 10360 10926 5 7/24/97 182 7600 7285 4 8/21/97 183 18235 5492 232 

7/23/97 190 9180 11446 20 7/24/97 191 7680 7666 0 8/21/97 182 6909 5479 26 

7/23/97 186 10480 11176 6 8/19/97 183 12960 7325 77 8/21/97 177 0 5324 100 

7/24/97 267 18622 16069 16 8/19/97 220 12640 8822 43 8/21/97 188 6644 5654 17 

7/24/97 193 13200 11590 14 8/19/97 202 17600 8120 117 8/22/97 190 6112 5724 7 

7/24/97 183 9000 10994 18 8/19/97 180 20320 7238 181 8/22/97 170 10365 5118 103 

8/20/97 180 13356 10799 24 8/20/97 185 11362 7427 53 8/22/97 171 11693 5137 128 

8/20/97 186 16340 11184 46 8/20/97 182 11760 7284 61 

8/20/97 189 14113 11373 24 8/20/97 211 14352 8477 69 

8/20/97 153 9048 9192 2 8/20/97 197 0 7904 100 

8/21/97 168 13330 10116 32 

Although some of the data were erratic due to the defective pressure transducers 

(15,000psi), it seems that the desired criteria can be reached. More tests will be needed in order 

to design a full-scaled model. 
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CONCLUSIONS AND SUGGESTIONS 

A number of tests were conducted, ranging from low to medium high helium pressures, and 

from small to large plungers. The objective was intended to verify the impact theories, and to 

use the data as the design criteria for a full-scale cylinder model. Although the data acquired 

does not completely compare evenly with the theoretical calculations, a trend can be shown that 

follows the theory. The large discrepancy is partially due to the defective pressure transducers. It 

is also possible that the calibration and other technical errors within the data acquisition setup 

could cause this difference. Environmental factors and air in the water along with differences in 

the consistency of the other materials also add to error. In order to reduce the amount of air in 

the sensor area it is suggested that the sensor be mounted flush. A mobile support is also 

recommended, as to allow the placement of the sensors be changed to deal with the problem of 

air near the sensors. With all problems set aside, the full-scale project should proceed with the 

calculations provided from the scaling section. It is shown that all criteria are satisfied and the 

project is feasible. In summary, the following improvements are needed for accurate results: 

(1) All pressure transducers used in the study should be calibrated to avoid uncertainties. 

(2) A low-pass filter should be installed to eliminate unnecessary noise (see Appendix D). 

(3) The Kontron acquisition unit should be calibrated (or upgraded) to prevent potential bias. 

(4) A careful setup procedure is needed to avoid human errors that may induce testing errors. 
Typical example is the contamination in the transducer body and connectors. 

(5) More tests are needed after the above conditions being corrected. The design of a full-scale 
model may include the parameters for pressure rise and decay time. 
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Appendix D. Testing data without and with a low-pass filter. 

Unfiltered Ballistic Pressure-Signal  Waveforms 

Filtered Ballistic Pressure-Signal  Wavefo- rms 
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DISTORTION COMPENSATION AND ELIMINATION IN 
HOLOGRAPHIC RECONSTRUCTION 

James S. Marsh 
Professor 

Department of Physics 
The University of West Florida 

ABSTRACT. 

I discuss the quantitative location of objects from holographic images 

when the reconstruction wavelength differs from the recording 

wavelength.  The holographic image equations are interpreted in a way 

that clarifies the meaning of stereo pairs of holographic images and 

indicates how back projection methods can be used in holography to 

locate objects.  Alternate methods involving the production of 

distortion free regions in the holographic image field during 

reconstruction, the use of self calibrating objects in the object field 

during recording, and triangulation, can be used to locate objects. 
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1. INTRODUCTION. 

The quantitative location of objects from the positions of their 

holographic images turns out to be unexpectedly complex, unless the 

holographic reconstruction is made under ideal conditions.  By ideal 

conditions we mean that the reconstruction wavelength is the same as the 

recording wavelength, and the reconstruction beam is in the same 

position as the recording beam.  In this case the optical position of 

the image coincides with the position of the object, and aberrations 

inherent in the process of holographic reconstruction are eliminated. 

If circumstances require reconstruction under non-ideal 

conditions, especially if the reconstruction wavelength must differ from 

the recording wavelength, relating the optical position of the image to 

the position of the object in a quantitative way becomes more difficult. 

In general they do not coincide.  For a given object position, the image 

position depends on the ratio of reconstruction wavelength to recording 

wavelength, on the position of the reconstruction beam relative to the 

recording beam, and on the piece of the hologram through which the image 

is observed. 

We refer to the piece of the hologram through which the image is 

observed as the pupil.  The difference in position between the image and 

the object we call distortion. 

The distortions inherent in holographic reconstructions under non- 

ideal conditions are well described by the holographic image equations, 

which have been known for thirty years1"4.  Distortion fields calculated 

using these equations agree well with what we see when examining, for 

example, large format (18" diameter) cylindrical holograms recorded at 

694 nm and reconstructed at 632 nm. We can distinguish several different 

phenomena in the distortion fields, such as non-linear distortion, 

shearing of the image field, magnification, etc.  Because of the pupil 

dependence of the image position, the appearance of the distortion field 

will depend on the placement of the eye when viewing visually or the 

camera when recording the holographic image.  We need to understand each 

of these phenomena in a simple physical way if we are to exploit or 

eliminate them on the optical table or, failing that, compensate for 

them on the computer. 

In a simple object field containing few particles, it is in 

principal straightforward to optically measure the positions of the 
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holographic images and then, noting the location of the pupil for each 

image as well as the location of the reference and reconstruction beam 

relative to each pupil, to locate the corresponding objects from the 

image equations.  However in a complicated object field containing many 

particles, such as a debris field, it is impractical to measure the 

positions of images individually.  Rather more wholesale methods such as 

stereo pairs or back projections analogous to CAT scan methods are 

required5"7.  If, for example, you make a stereo pair of photographs of a 

given image, the two views of the image will be through different pupils 

of the hologram.  The shifting pupils cause the position of the image 

itself to shift, relative to the hologram.  What then does the 

stereographic location of the image mean, and what is the relationship 

between this stereographically located image position and the position 

of the object?  In back projection and CAT scan methods, which use 

bundles of rays from a variety of viewpoints, the questions of 

interpretation are similar. 

In the first part of this paper we will develop a simple physical 

interpretation of what the holographic image equations are saying.  It 

turns out that determining an object position from the position of its 

holographic image, under non-ideal conditions, is similar to determining 

the position of a fish swimming in a bowl by looking at the fish through 

the sides of the bowl. The fish bowl model gives us a conceptual model 

of holographic reconstruction that allows discussion, in simple terms, 

of the issues involved in compensating for the distortions inherent in 

holographic reconstruction. This picture allows us to see what the 

stereo pairs or back projections of images mean and shows us how to use 

them to locate the object positions.  It shows us how to interpret 

holographic interferograms reconstructed at a wavelength different from 

the recording wavelength.  And it shows us how tc interpret the 

additional distortions that arise if the surface of the hologram is 

deformed at reconstruction. 

In the second part of the paper we discuss some alternate methods 

that can be used to eliminate or compensate for distortions.  These 

involve the production of distortion free regions in the holographic 

image field during reconstruction, the use of self calibrating objects 

in the object field during recording, and triangulation of image points 

with fiducial image points. 

Our discussion will mostly be framed in terms of cylindrical 
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holograms, which is the context in which this work was done .  However, 

our conclusions will be applicable to any kind of hologram reconstructed 

with monochromatic light. 

2. IMAGE EQUATIONS. 

For our application to cylindrical holograms we need to use the 

non-paraxial image equations as formulated by Champagne in his non- 

paraxial aberration theory of holograms8 and refined by Rebordao9 and 

Peng and Frankena10.  This allows the reference and reconstruction beams 

to be far from the axis of the hologram.  The reference beam and 

reconstruction beam are assumed to be spherical waves eminating from 

particular points. 

reference 
beam 

Rr 

reconstruction 
beam 

image   RJ 

^Ro 
object 

hologram 
pupil 

Relative to the center of a pupil in the 

hologram, we let Rr be the vector that points to 

the point of origin of the reference beam, Re 

points to the origin of the reconstruction beam, 

Ro points to the object, assumed to be a point, 

and Ri points to the corresponding holographic 

image, as in figure 1.  We let Rj = |Rjl be the 

magnitude of Rj and Uj = Rj/Rj be the unit vector 

in the direction of Rj for j=r,c,o, or i. 

Letting fi =X/X0,   where k0  is the recording 

Figure 1. p points to  wavelength and A. is the reconstruction 

positions in the      wavelength, the image equations become8 
pupil (cf. appendix). 

(c.f. the appendix) 

J 1_ 
R. "R, 

+ /U L _L 
U^o~RJ 

(i) 

and 

Ui = uc + //(uo-ur) li (2) 

The symbol |., at the end of equation 2 means that this a relation 

between the components of the vectors in the plane of the hologram, or 

perpendicular to the hologram normal. Used to calculate u;, equation 2 

gives u; ■, the components of u; in the plane of the hologram, in terms of 
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Ucif Uoir and uri.  The fact that u4 is a unit vector  determines the 

component of Uj normal to the plane of the hologram.  Equation 2 is a 

cleverly disguised form of the diffraction equations. 

Rewriting these in a way to emphasize the connection between the 

object and the corresponding image,  we have 

+ A 

and 

Uj = //u0 + v|. 

where 

and 

A = ±.JL 
R- R. 

V = Uc-/Alr 

{!') 

(2' 

(3) 

(4: 

3. INTERPRETATION. 

The interpretation of equation 1' is straightforward and familiar. 

The pupil acts as a refracting surface separating object space, where 

the index of refraction is //, from image space which has index equal to 

one.  The relation between the object distance and image distance is 

given by the thin lens equation 1' with A playing the role of the 

optical power of the surface.  A is adjustable by positioning of the 

reconstruction beam relative to the pupil. 

Now we look at equation 2' without the v term, ui=/Äic,|1.  Given 

that U; is a unit vector, we can write |Uiil=sinO; , where 6; is the 

angle Uj makes with respect to the normal to 

the pupil.  Similarly |uj=sin0 , where 0- is 

the angle u makes with respect to the pupil 

normal. u=//u,|. is Snell's law with the 

interpretation that the object, in its actual 

place in the holographic volume, sends out a 

ray in the direction -u to the pupil.  The 

ray from the object travels in a medium with 

index of refraction //.  Or. reaching the pupil 
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the ray refracts at surface of the hologram and emerges into 

observation space travelling in direction -Ui.  In observation space the 

index of refraction is equal to one.  For this reason we call fMn  the 

refraction term in equation 2'.  This is the origin of the fishbowl 

model. 

Finally, we consider the effect of v in equation 2'. 

Suppose the object is on the pupil normal, so that uoi = 0. Then, since 

Ui=v|x, the ray from the object is still bent at the surface of the 

hologram, even though there is no refraction at the surface.  The ray 

from the object behaves like an extraordinary ray emerging from a 

crystalline medium.  This behavior makes the image field look sheared, 

so we call v, or vx , the shearing vector.  The shearing vector is 

adjustable by adjusting the position of the reconstruction beam. 

The refraction term in equation 2' is the basis of the fish bowl 

model of holographic reconstruction.  For those portions of the hologram 

for which the shearing vector has been nullified or may be ignored as a 

first approximation, the reconstruction occurs as if the object is in 

its actual position within the holographic volume, but embedded in a 

medium with index of refraction equal to p.     Light rays emanating from 

the object emerge through the surface of the hologram into air, 

refracted by the surface of the hologram.  The emergent rays are what is 

observed in the reconstruction, and it is from these that the actual 

location of the object within the holographic volume is to be 

determined.  To locate the object, the emergent rays must be traced back 

to the surface of the hologram, the pupils.  The bending of the rays by 

refraction at the surface is taken into account, after which they may be 

traced back into the holographic volume to locate the object. 
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If the effect of the shearing vector is not 

negligible, the additional bending of the light 

ray at the surface of the hologram by this term 

must be included before the ray can be traced back 

into the holographic volume to locate the object. 

This is illustrated in the figure 2. In a 

cylindrical hologram seen from the top, two views 

of the image of the same object are seen along the 

lines a'a and b'b.  If these were rays from a real 

object then the intersection of the lines of 

direction a'a and b'b would locate the object at 

Figure 2.  A similar the point P' .  However, the rays emerging from the 

construction applies hologram moving in the direction of a' and b' must 
to back projections. 

have been considered to bent at the surface of the 

hologram according to equation 2'.  So in tracing the rays back into the 

holographic volume, they intersect at the point P.  This locates the 

object point. 

In tracing these rays, it is necessary to know the position of the 

reference and reconstruction beams and to locate the pupil for each ray. 

In the next sections we explore some methods that may be used in which 

the dependence on some of these parameters is reduced. 

4. DISTORTION FREE REGIONS 

The image forming equations say that for a particular object as 

seen through a particular pupil, it is always possible to place the 

reconstruction beam so that the image point and the object point 

coincide.  That point is called distortion free.  Mow, since the 

distortion field varies smoothly, there should be a nearly distortion 

free region in the hologram enclosing the distortion free point. The 

shape and extent of the nearly distortion free region will depend on the 

viewing method, such as the placement of the camera used to record the 

image field. 

In order to produce a distortion free point, equations 1' and 2' 

are used, under the assumption that R =R , to produce a position R for 

the reconstruction beam.  Actually, we may distinguish two distinct 

forms of distortion which may be manipulated independently of each 

other. 
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The difference between Ui and u0 we call angular distortion.  To 

nullify angular distortion, set Ui=u0 in equation 2' and solve for uc. 

This determines the direction of the reconstruction beam from the pupil 

without determining how far away from the pupil the beam should be. If 

object positions are to be determined from stereograms of the image 

field or by back projection methods, it may simplify things if angular 

distortion only is nullified as much as possible over a region of the 

hologram, while a different criterion, such as reducing aberrations, is 

used to determine how far away from the pupil the reconstruction beam 

should be. 

A simple situation is when the object point is on the pupil 

normal.  Then uolx=0, and the condition for nullifying angular 

distortion at this pupil is to choose v±=0, i.e. to nullify the shearing 

vector for this pupil.  This leads to the condition uc=//ur|± for this 

pupil.  To the extent that vx=0 for neighboring pupils, angular 

distortion appears only because of the refraction effect at neighboring 

pupils. 

The difference between Ri and R<, we call radial distortion.  To 

nullify radial distortion, set Rs = R„ in equation 1' and solve for Rc. 

This determines the distance of the reconstruction beam from the pupil. 

If we refer to distortion free points or 

regions without qualifications we mean that 

both angular distortion and radial distortion 

have been eliminated or reduced at the points 

in question. 

A calculation to test this procedure was 

performed and the results are shown in the 

figure 3. The hologram was a 10 inch diameter 

cylinder.  The camera was at infinity below 

the hologram in the diagram.  The recording 

wavelength was at 694 nm and the 

reconstruction wavelength was 688 nm. The 

recording beam was on the axis of the 

cylinder, 40 inches along the axis from the 

center of the cylinder.  The distortion free 

point was chosen to be on axis in the middle 

Figure 3.  The nearly 
distortion free region 
is, roughly, the slab 
between the dotted 
lines. 
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of the cylinder viewed from a direction perpendicular to the axis.  The 

reconstruction beam then had to be at 37.37 in. along the axis from the 

center of the cylinder and 1.83 in. off axis on the opposite side of the 

axis from the pupil in order to make this point distortion free. 

Calculations with the image forming equations showed that the 

nearly distortion free region (distortion less than 1/40 inch) was a 

narrow slab in the hologram about an inch thick.  The narrowness of the 

slab was probably due to increasing refraction from the curved surface 

as we move away from viewing along the diameter of the cylinder.  This 

indicates that for plane holograms it may be possible to produce larger 

distortion free regions.  However, in the cylindrical format and with 

this optical setup, all portions of the hologram could be sequentially 

brought into the distortion free region simply by rotating the hologram 

about its axis. 

The advantage of using a distortion free region is that dependence 

on the pupil is reduced, and objects are where they appear to be. 

However a problem with  distortion free regions is that, in general, 

placement of the reconstruction beam to achieve the effect is not the 

same placement that minimizes abberations. 

5.  SELF CALIBRATIKG OBJECTS. 

Using the image forming equations to locate objects within the 

holographic volume requires location of the reference and reconstruction 

beams to an accuracy consistent with the required accuracy of object 

location.  Though careful external measurements of the reference and 

reconstruction beam positions at recording and reconstruction times 

naturally suggest themselves, it would be desirable if the hologram 

itself could be made to yield information about these positions. 

One of the schemes considered to accomplish this was a calibrating 

object, reintroduction of a real object into the holographic volume at 

reconstruction in the same location an identical object had when the 

hologram was made.   By comparing the image location with the actual 

object location, some information about the locations of the reference 

and reconstruction beams could be obtained.  However, re-introducing and 

registering an object, at reconstruction time, to sufficient accuracy to 
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its original position at recording time turned out to be impractical. 

Only developing and reconstructing the hologram in situ,   in effect 

without moving the object at all relative to the hologram seems to offer 

any hope of success. 

An alternative is to use a self calibrating object, which is an 

object such that by measuring the position of its image you can 

calculate where the object actualy was, without using the image forming 

equations.  This makes it unnecessary to know where the reference and 

reconstruction beams are in order to locate the object.  However, once 

the object is located from the image, information about the location of 

the reference and reconstruction beams becomes available. 

The possibility of a self calibrating object comes from the 

observation that if two object points are aligned with a particular 

pupil when the hologram is made, then the images of those points will be 

aligned with the same pupil at reconstruction, no matter how the 

reconstruction is performed.  This follows from the fact that each pupil 

records the object field as seen from the perspective of that pupil. 

This also follows from the image forming equations. 

hologram 

Figure 4 

Figure 4 shows an example. 

Working in two dimensions for 

simplicity, if a triangle with points 

a,b,c,d is an object, and the images 

of points a and b line up with the 

pupil ab in the reconstruction, etc., 

then from the location of the pupils 

ab, ac, and ad, you can find the 

unique location occupied by the triangle when the hologram was made.  In 

three dimensions, something like a pyramidal object would do the job. 

Thus, placing one or more self calibrating objects into the object 

field at recording time gives a permanent record in the hologram itself 

that relates the positions of the images of those objects to the 

original positions of the objects. 
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Figure 5. 

6.  TRIANGULATION 

The results of the last two sections may be used in a procedure to 

locate object points without any precise knowledge of reference and 

reconstruction beams.  Indeed, the reconstruction beam could be placed 

in such a way as to satisfy some other criterion than minimum 

distortion, minimum aberration for example. 

The idea is to locate at least two object points called fiducial 

points in the hologram, using points in a distortion free region or 

points on a self registering object, as in the previous two sections, or 

by straightforward application of the image 

equations.  Two of these fiducial points are 

represented by a and b in the figure 5. 

A third image point c is observed and 

lined up with the image of point a and with the 

image of point b.  The corresponding pupils 

through which these alignments are achieved, pa 

and pb, are noted.  Since aligned images 

correspond to aligned objects, we know that the 

object point c is aligned with the object point 

a and the pupil pa, and with the object point b and the pupil pb.  Thus 

the object point c may be located by triangulation. 

Proceeding in this way, adding new points to the roster of 

fiducial points if desirable, we may ultimately locate all the object 

points in the hologram. 

7. SUMMARY. 

The interpretation of the image forming equations presented here 

allows discussion of the issues of holographic image formation in a 

simple qualitative way.  In addition to explaining the meaning of 

stereographic and back projection imaging, it furnishes a framework in 

terms of which the effects of distortion of the hologram surface at 

reconstruction time can be seen. 

Exploitation of a nearly distortion free region allows 

reconstructions which do not depend so critically on pupil locations as 

in the generic case.  The use of self calibrating objects and 

triangulation methods allows reconstructions in which dependence on 

reference and reconstruction beam locations is eliminated. 

46-12 



APPENDIX. 

The notation in this paper is different from that used in the 

references, so this is a sketch of the derivation of the image forming 

equations.  In the pupil of the hologram at reconstruction is the wave 

exp(ikrc)exp(ik0ro)exp(-ikorr) comprising spherical waves arriving at the 

pupil from the reconstruction beam, object point, and reference beam.  k 

is the wave number, 2rcA, of the reconstruction wave and k0 =2n/X0 is 

that of the recording wave.   These are supposed to be equivalent to a 

spherical wave exp(ikri), emanating from an image point, times an 

aberration wave, exp(iA<)>). We write r^p-Rj, for j=c,o,r,or i.  Rj points 

from the center of the pupil to the point source in question and p 

indicates points in the pupil relative to the center of the pupil, as in 

figure 1.  Then the magnitudes 

rj= (Rj
2-2p"Rj+p

2) ^«Rj-p'Uj+pVZRj 

where the unit vectors Uj=Rj/Rj. 

We require that the phase aberration, A<(>, be constant to second 

order in p.  This means that krc+k0r0-k0rr = k (rc-,u(r0-rr) ) =kri+const 

to second order in p.  Using the expansion of the r3 gives, ignoring 

constant terms, 

- p-(uc+Ai(u0-ur)) + 7Pl^~+-" 
i r i   r i   i Y! l.i 

-+ a —-— 
R„ R VJ 

= - Pu; + -p— 

Equating the terms in p2 gives equation 1 in the text, while 

equating the terms in p gives equation 2.  The fact that p lies in the 

plane of the pupil explains why equation 2 is a relation between the 

components, u-u., of the u, perpendicular to the pupil normal. 
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Abstract 

The geometry of model compounds for poly(2,2'-bithiazole) (PBT), poly(3,3'-dimethyl-2,2'-bithiazole) (PMBT), 

and reduced PMBT were optimized at the AMI level. Electronic transitions were computed using ZINDO/S. By 

extrapolation, PBT and PMBT were predicted to have Xmax values of 702 and 546 nm, respectively. Fully reduced 

PMBT showed no chain length dependence as expected. Significant charge delocalization was observed for some 

mixed valent oligomers as evidenced by shift of A.max into the near-IR. 
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A MOLECULAR ORBITAL THEORY ANALYSIS OF OLIGOMERS OF 2,2'-BITHIAZOLE AND PARTIALLY 
REDUCED S.S'-DIMETHYL^^'-BITHIAZOLIUM CATIONS 

Mark D. McClain 

INTRODUCTION 

Conjugated aromatic and heteroaromatic polymers continue to be studied in the search for low density, 

environmentally stable, solution processible electrical conductors. Potential uses in aircraft are for anti-static films, 

EMF shielding, flexible gap sealants, and lightweight wires. While thiazole and derivatives have been known for a 

hundred years, polymers containing 2,2'-bithiazole (BT) had only been investigated as optical brighteners1 or high 

temperature materials2 until the last several years. Fully aromatic copolymers containing bithiazole have been 

produced only recently via electrochemical polymerization.3,4 The solubility of poly(2,2'-bithiazole-5,5'-diyl) 

(PBT) is poor, as is the case for other unsubstituted polyarylenes such as polythiophene. By alkyl substitution at the 

4-position, well defined, thermally stable, soluble homopolymers and copolymers of 4,4'-dialkyl-2,2'-bithiazoles 

(PABT) were prepared by metal-catalyzed dehalogenative coupling simultaneously in the Curtis5 and Yamamoto 

research groups. 

o 
thiazole 

-N 

1/       2% 3' 
-S N 

BT 

-N S^ 

"S N- 

PBT 

R 

PABT 
R 

As an electronic "blend" of thiophene with pyridine, the thiazole ring displays interesting reactivity. PABTs are 

found to resist oxidation to form p-doped conductors, but rather to be reduced under mild conditions (-1.93 V vs. 

Ag/Ag+). N-methylation of PABT lowers the reduction potential by 0.55 V (-1.38 V vs Ag/Ag+).7 Orange films of 

N-methylated PABT turn blue-black upon reduction (n-doping) and Xrnax shifts into the near IR. Electrical 

conductivity of the reduced films has been estimated to be -5 S/cm. 

Small molecules can serve an important role as model compounds for understanding polymers. As part of a study of 

azabiaryl ligands as organic conductors, N-methylation and reduction of BT has already been investigated.   BT can 
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be easily methylated to form the bithiazolium salt 1BTM2 and reduced to the corresponding bithiazolinylidene, 

1BTM (FIGURE 1). Larger analogs, however, have not been studied. 

^ 

-N 

V N- 
BT 

N-methylation 
 >■ 

CH3 

-N© 

CH3 

reduction 

©N- 

CH3 

1BTM2 

FIGURE 1: N-methylation and reduction of BT. 

-N 

CH3 

1BTM 

PROJECT FOCUS 

By using longer bithiazole oligomers (n = 1 to 7), the electronic effects of conjugation could be studied. As a 

preliminary step, a computational study of model compounds would help refine synthetic polymer targets. The goal 

of this research is to calculate the expected UV-visible electronic transitions for geometry optimized model 

compounds of PBT, fully N-methylated PBT (PMBT), and reduced (partially and fully) N-methylated PMBT (r- 

PMBT) where x = 1 to n. The change in the lowest energy transition within a given series of compounds will be 

used to determine which polymers should exhibit the lowest band gap. 

CH3 
/ 

-N S^ 

-S N- 

CH/ 

PMBT 

+ 2n 
/ 

-N 

CH3 

^ 

N- 

CHj 

r-PMBT 

+2(n - x) 

METHOD 

Molecular coordinate files were generated with HyperChem™9. Geometry optimizations were performed without 

symmetry constraints on a Silicon Graphics Power x2 workstation using GAMESS10 set for the restricted closed 

Hartree-Fock method at the AMI level. Electronic transitions were predicted using HyperChem™ based on a 

ZINDO/S single point calculation11 for the optimized geometry using singly excited configuration interaction of the 
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fifteen highest occupied and fifteen lowest unoccupied molecular orbitals. Transitions with X < 150 nm or oscillator 

strengths < 0.250 were ignored. A complete listing of calculated total energies and X values can be found in 

Appendix A. The model compounds were abbreviated according to the following convention: 

xBT x = number of 2,2'-bithiazole units linked at the 5 and 5' positions 

xBTMy    x = # of 3,3'-dimethyl-2,2'-bithiazolium units linked at the 5 and 5' positions 

y = net positive charge on the molecule (omitted for neutral species) 

RESULTS AND DISCUSSION 

xBT series: neutral bithiazole oligomers 

Neutral BT12 and alkyl substituted derivatives (R = methyl13, terf-butyl14, and nonyl14) are known to prefer the trans- 

planar geometry (0 = -180; 0 = S-C-C-S torsion angle) in the solid state. This arrangement maximizes the n- 

conjugation between the rings and minimizes steric interactions between the sulfur atoms. The optimized geometry 

for BT is in good agreement with the crystallographically determined geometries (TABLE 1). A eis geometry (101 < 

90) is so energetically disfavored that one ring turns around to the frans-planar conformation during optimization. 

Bond BT BT Methyl BT fert-butyl BT Nonyl BT 

S-C2 1.711 1.722 1.718 1.724 1.720 

C2-N 1.349 1.304 1.332 1.310 1.316 

N-C4 1.376 1.377 1.395 1.382 1.378 

C4-C5 1.395 1.337 1.334 1.364 1.363 

C5-S 1.659 1.708 1.744 1.709 1.720 

C2 - C2- 1.444 1.449 1.468 1.457 1.446 

Ref. this work 12 13 14 14 

TABLE 1: Comparison of calculated and crystallographic bond distances for BT and 4,4'-dialkylated BT. 

The longer members of the xBT series are made up of trans-planar BT units connected with a slight rotation (25°) 

out of planarity between adjacent units, resulting in a helical conformation (FIGURE 2). No crystallographic 

information for xBT (x > 2) is presently known, however, one measure of the reliability of optimized geometries is 

the convergence of the difference in the total energy between successive oligomers (TABLE 2). 
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FIGURE 2: Optimized geometry for 7BT. 

X Energy (Hartrees) A Energy (Hartrees) 
1 -59.6920575165 

2 -118.3775896478 -58.6855321313 
3 -177.0630406381 -58.6854509903 
4 -235.7484706528 -58.6854300147 
5 -294.4338942798 -58.6854236270 
6 -353.1193156081 -58.6854213283 
7 -411.8047360015 -58.6854203934 

8 -470.4901559652 -58.6854199637 

TABLE 2: Convergence of total energy difference for xBT series. 

The predicted tanax for 1BT (362 nm) compares very well with experimental value for 4,4'-dimethyl BT (356 nm).6a 

The high level of planarity for xBT results in increasing tanax with additional bithiazole units (FIGURE 3). This 

increase in conjugation length can be correlated with molecular length by plotting 1/Xmax v. 1/n where n = number 

of bithiazole units (FIGURE 4). An estimate for the electronic absorption energy of PBT (tanax = 702 nm) can be 

extrapolated from the y-intercept (infinite chain length). An experimental study of oligomers of 4,4'-dinonyl-2,2'- 

bithiazole showed good correlation with a somewhat lower predicted Xmax for the polymer (536 nm).5a A well- 

ordered film, however, was found to have a Xmax of 618 nm. 
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FIGURE 3: Plot of Xmax (nm) vs. n for xBT series. 

0.003 

0.0025 

0.002- 

0.0015 

0.001 -- 

0.0005 - - 

0.000 0.200 0.400 0.600 0.800 1.000 

FIGURE 4: Plot of 1/a.max vs. 1/n for xBT series. 
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xBTM(2x) series: fully charged bithiazolium oligomers 

N-methylation of BT produces 1BTM2 (FIGURE 1), which has an optimized geometry in which the rings twist 

nearly orthogonal to each other (0 = 75°). This increases the separation of positive charges to reduce coulombic 

repulsion. The calculated Xmax (351 nm) shifts to slightly lower energy. 

FIGURE 5: Views of 3BTM6. 

As additional bithiazolium units are added in this series, an extended kinked chain is produced in which the rings of 

bithiazolium units are nearly orthogonal to each other (0 = 75 - 90°) and adjacent units are nearly orthogonal to each 

other (0 = 95 - 110°) as well. (FIGURE 5). The calculated tariax does increase with the number of bithiazolium 

units, indicating some conjugation along the 7t-system. The incremental increase per additional bithiazolium unit is 

smaller, however, than the corresponding member of the xBT series. Thus, the predicted Xmax for PMBT is only 

546 nm by extrapolation (FIGURE 6). 
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FIGURE 5: Plot of tanax (nm) vs. n. 
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FIGURE 6: Plot of l/?imax vs. 1/n. 

xBTM series: neutral (fully reduced) bithiazolinylidene series 
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Reduction of 1BTM2 by two electrons produces 1BTM (FIGURE 1). The optimized geometry contains coplanar 

rings, approximately trigonal pyramidal nitrogens with trans methyl groups, and a short inter-ring carbon-carbon 

bond (1.36 A vs. 1.45 A for 1BTM2). This is consistent with the valence bond description of a bithiazolinylidene. 

The calculated Xmax (275 nm) is quite a bit lower than for BT (362 nm) or 1BTM2 (351 nm) since the double bond 

is essentially isolated. 

The higher members of this series consist of planar bithiazolinylidene units connected to adjacent units with a small 

S-C-C-S torsion angle (0 = -40°) (FIGURE 7). The calculated Xmax increases greatly between 1BTM and 2BTM, 

due to conjugation between bithiazolinylidene units. No significant increase in Xmax with more bithiazolinylidene 

units is predicted (FIGURE 8), however, since the sp3 nitrogens prevent conjugation. 

FIGURE 7: Structure of 3BTM 
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FIGURE 8: Plot of Xmax (nm) vs. n 

xBTMy molecules: partially reduced oligomers 

The partially reduced oligomers (and polymers) are expected to be the most interesting by analogy to "doped" or 

mixed valent states of other polymer systems such as polythiophene. For example, if 2BTM4 (a fully kinked 

structure) is reduced by two electrons, 2BTM2 is produced. A further two electron reduction would yield 2BTM 

(planar bithiazolinylidene units). If the +2 charge on 2BTM2 is localized on one bithiazole unit, an asymmetric 

molecule would be expected with one bithiazolium unit and one bithiazolinylidene unit. The calculated structure, in 

fact, has the +2 charge delocalized over all four rings (FIGURE 9). The planar molecule has a eis linkage between 

two identical rrans-bithiazole units. As expected from the conjugation of 7t-bonds over four rings, the Xmax for 

2BTM2 is predicted to be 831 nm. 
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FIGURE 9: Views of planar 2BTM2. 

Some of the longer mixed valent model compounds show similar charge delocalization over several rings. 6BTM2 

has the most planarity observed so far in this study (FIGURE 10), having a tanax of 1680 nm due to charge 

delocalization over the central eight rings. Several structures were predicted to have relatively little charge 

delocalization (not more than three or four rings) over the length of the molecule. This inconsistency is under 

investigation. 

FIGURE 10: View of 6BTM2 showing planarity over most of the molecule. 

CONCLUSIONS 

The geometries for several series of polymeric model compounds were optimized and electronic transitions were 

calculated. The internal consistency of calculations and reasonable agreement of predicted geometries with 

structural characterization for the model compounds studied confirmed the value of the method. 

Significant charge delocalization for several of the mixed-valent compounds was predicted. The extension of the 

electronic absorption into the near-IR indicated that these materials are promising candidates for low band-gap 

materials. Further calculations are needed to more fully understand some of the mixed-valent structures, perhaps 
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involving a higher level of computational theory. Chemical synthesis and structural characterization of some 

promising molecules under study will be the focus of a Summer Research Extension Proposal. 
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APPENDIX A 

Calculated Total Energies and Electronic Transitions for Optimized Geometries 

n     Compound Total energy 
(Hartrees) 

1      BT 
1BTM2 
1BTM 

-59.6920575165 
-71.5168398300 
-72.1192940142 

2      2BT -118.3775896478 

2BTM4 -141.7469924888 

2BTM2 -142.6941439483 

2BTM -143.2322931356 

3      3BT 
3BTM6 

-177.0630406381 
-211.8326909159 

3BTM4 -213.0182531927 

3BTM2 
3BTM 

-213.8309357881 
-214.3453055349 

4      4BT 
4BTM8 

-235.7484706528 
-281.8211101766 

4BTM6 -283.1854800991 

4BTM4 -284.2299721355 

4BTM2 -284.9490453480 

4BTM -285.4583151157 

5      5BT -294.4338942798 

5BTM10 -351.7417970274 

5BTM8 -353.2409887449 

5BTM6 -354.4550762212 

A in nm (oscillator strength) 

361.7 (0.646), 189.28 (0.806) 
351.43 (0.432), 180.31 (0.368), 178.96 (0.498) 
275.47 (0.395), 253.32 (0.200), 163.35 (0.332) 

465.41 (1.533), 196.83 (0.336), 187.00 (0.409), 186.76 
(0.339) 
409.49 (0.506), 319.07 (0.622), 187.53 (0.366), 179.31 
(0.326), 175.31 (0.422), 174.90 (0.332), 174.32 (0.286), 
174.05 (0.376) 
830.69 (1.605), 169.95 (0.275), 166.73 (0.373), 151.19 
(0.359) 
312.56 (0.782), 268.48 (0.286), 254.58 (0.250) 

529.62 (2.266), 188.82 (0.496), 185.76 (0.688) 
445.71 (0.609), 357.58 (0.367), 327.70 (0.521), 310.16 
(0.319), 191.09 (0.256), 178.31 (1.885), 175.27 (1.180), 
155.88(0.346) 
838.38 (2.186), 458.93 (0.627), 231.52 (0.329), 207.74 
(0.532), 183.84 (0.307), 178.00 (0.215), 171.38 (0.208), 
158.58(0.683) 
979.11 (1.101), 475.92 (0.335), 280.07 (0.392) 
319.02 (1.431), 267.40 (0.312), 153.57 (0.414) 

570.93 (2.912), 385.88 (0.283) 
466.35 (0.687), 357.88 (0.859), 328.44 (0.214), 306.20 
(0.618), 197.94 (0.271), 188.87 (0.507), 179.53 (0.601), 
179.02 (0.640) 
789.93 (2.168), 440.78 (1.161), 233.44 (0.410), 211.95 
(0.325), 202.33 (0.456), 183.92 (0.741) 

897.37 (2.805), 499.61 (0.414), 284.37 (0.307), 165.65 
(0.241), 165.13 (0.245) 
1645.55 (2.714), 853.30 (0.576), 419.85 (0.776), 305.85 
(0.344), 168.92(0.330) 

319.07 (2.078), 253.14 (0.261), 219.45 (0.283) 

594.55 (3.557), 421.53 (0.358), 238.08 (0.605), 218.05 
(0.349) 
481.51 (0.420), 473.75 (0.349), 371.93 (0.288), 355.17 
(0.429), 342.88 (0.598), 314.40 (0.341), 194.65 (0.256), 
194.42 (0.301), 184.52 (0.420), 182.59 (0.628), 

906.15 (3.125), 465.40 (0.348), 434.83 (0.256), 308.32 
(0.259), 259.34 (0.378), 227.14 (0.525) 
1088.67 (3.184), 669.35 (0.340), 479.10, (0.780), 404.90 
(0.254), 225.98 (0.676) 
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5BTM4 -355.4014547791 

5BTM2 -356.0668218308 

5BTM -356.5713246144 

6      6BT -353.1193156081 

6BTM12 -421.6048918743 
6BTM10 * 

6BTM8 * 

6BTM6 -425.6896577497 

6BTM4 * 

6BTM2 -427.1785011423 

6BTM -427.6843339734 

7      7BT -411.8047360015 

7BTM2 -498.2929668648 

7BTM -498.7973433217 

8      8BT -470.4901559652 

837.60 (3.204), 517.91 (0.310), 441.09 (0.332), 293.31 
(0.232) 
1172.67 (0.701), 839.03 (0.644), 364.32 (0.324), 362.45 
(0.278) 
319.07 (2.562), 258.30 (0.287), 218.82 (0.316) 

610.02 (4.195), 452.90 (0.427), 238.20 (0.837), 217.81 
(0.468) 

898.65 (3.717), 729.96 (0.273), 485.03 (0.466), 484.49 
(0.480) 
* 

1679.57 (2.901), 875.63 (0.673), 424.41 (0.642), 311.54 
(0.439) 
322.70 (3.262), 257.41 (0.449), 251.30 (0.278), 219.41 
(0.554) 

620.83 (4.834), 479.36 (0.492), 242.94 (0.442), 236.86 
(0.321), 233.98 (0.723), 220.22 (0.312) 

323.51 (3.859), 309.46 (0.267), 264.38 (0.259), 256.73 
(0.544), 255.11 (0.264), 250.24 (0.390), 218.63 (0.601) 

628.48 (5.467), 501.47 (0.560), 240.24 (0.363), 236.74 
(0.371), 233.62 (0.660), 231.14 (0.748) 

* indicates incomplete calculation 
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SOME OBSERVATIONS ON TARGET RECOGNITION 
USING HIGH RANGE RESOLUTION RADAR 

William S. McCormick 
Professor 

Department of Electrical Engineering 
Wright State University 

Abstract 

Four topics involving target recognition using high range resolution (HRR) radar are 

considered. The first topic considers target recognition using the raw radar return (transform of 

HRR profile) rather than the HRR profile itself; the second topic considers what target 

recognition potential, if any, resides in the phase component of the HRR profile; the third topic 

considers the usefulness of a new template feature called the "histogram matrix." The final topic 

is the application of forward dynamic programming to the multiple aspect angle processing 

problem. The four investigations provide interesting insights and potentially useful results for 

the overall recognition problem. 
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SOME OBSERVATIONS ON TARGET RECOGNITION 
USING HIGH RANGE RESOLUTION RADAR 

William S. McCormick 

I)        Introduction 

Accurate target recognition using all-weather radar sensors has been an important USAF 

priority for a number of years. Of particular interest to the Model Based Vision Laboratory 

(MBVL) at WPAFB is the use of high range resolution (HRR) radar profiles to correctly identify 

moving ground targets on a single or multiple look basis. The HRR radar profile provides target 

recognition capability for short observation times and for moving targets. In contrast, traditional 

SAR imaging requires long observation times and suffers azimuth resolution degradation in the 

moving target case. A major shortcoming of HRR processing, however, is its extreme sensitivity 

to azimuth angle, a direct result of the coherent cancellation/reinforcement of reflections from 

the target scatterer complex. In operation, the HRR radar system is a stepped frequency radar 

which transmitts n pulses shifted in frequency by a fixed amount, A f, to give a large bandwidth, 

n A f with corresponding high range resolution. The coherent stored (inphase and quadrature) 

raw returns can be {1} shown to be the discrete Fourier transform of the scattering complex. 

Taking the modules of the inverse Fourier transform will then provide the HRR profile for a 

given azimuth angle. 

The HRR target classification techniques usually employed are standard techniques from 

statistical pattern recognition. For each target type, a template of returns over a correlated 

increment in azimuth angle is stored in a library of feature vectors varying over 360 degrees of 

azimuth angle. Upon reception of an unknown target signature, the feature vectors of the 

template libraries are correlated with the target signature and a class declaration is made based 

on the highest correlation. 

In approaching my rather short eight-week AFOSR summer program, I decided to take a 

fresh look at the entire problem and try to identify some different approaches. The report is 

organized as follows: section II reviews some of the MBVL activities in the HRR area and also 

discusses the data set and simulation software used; section III discusses the processing of the 

raw radar return directly thereby avoiding the inverse transform operation; section IV considers 
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the meaning and possible utilization of the HRR phase component as added information in target 

classification; section V proposes a histogram matrix as a new template feature that offers good 

separability and reduced azimuth sensitivity as well as providing a natural information theory 

interpretation that could lead to some useful performance bounds. Section VI presents a 

dynamic programming algorithm that provides impressive target classification results for 

multiple, independent aspect angle "looks" without requiring the gaussian data assumption. The 

report concludes with a listing of topics for further investigation. 

IL        Review of MBVL Activities and Discussion of Data Sets and Software Used in Studies 

Up to the present, the MBVL has only used the HRR profile for classification, i.e., the 

modulus of the inverse Fourier Transform of the raw received radar signal. The MBVL group 

has considered a number of feature vectors including the mean vector per range pixel averaged 

over angle and the left eigenvector matrix (i.e., range information) of a singular value 

decomposition (SVD) of the (R,0) matrix. Worrell et al. of VEDA Inc. {2} have used a Hughes 

Aircraft Adaptive Gaussian classifier to generate discriminate distances where classifier 

declaration thresholds were set to reject a fixed percentage of in-class signatures. Since this 

classifier assumes gaussian data for maximum likelihood performance, a power transformation 

was made on the Rayliegh distributed HRR profile to make it more gaussian. The performance 

measure for target classification is the confusion matrix which gives estimated probabilities of 

classification/misclassification for the targets of interest. 

The data set used throughout the summer was the synthetic data set called "xpatch" {3} 

which includes 2 tanks, a school bus, and a fire truck measured at VHF, L, and X band for 

elevation angles of 10, 25, and 40 degrees respectively. In each target case, the vehicle is 

represented by a CAD model consisting of triangular patches covering the surface of the vehicle 

and a simulated rough ground surface in the vicinity of the vehicle. 

The specific software program used to generate confusion matrices was a modification of 

a program developed by A. Shaw and V. Bhatnagar {4} using xpatch data. The confusion matrix 

is developed in a supervised learning mode where every 20th radar return for each target is stored 

in a test set and reference templates are generated from the remaining signatures in 2.5 degree 

increments. The HRR profiles are assumed gaussian and are further assumed to be uncorrelated 

with a diagonal covariance matrix that is equal over the four target classes.   Using standard 
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Baysian statistics, the discriminator is a simple correlator or matched filter which correlates each 

test observation with a stored template {varies with azimuth} and bases the classification on a 

comparison with a threshold as defined above. Excellent confusion matrices results (diagonal 

terms > 0.98) have been obtained using the dominant eigenvector of the left (range) eigenvector 

matrix of the SVD of the (R, 0) template matrix. 

III.      The Direct Processing of the Raw Radar Return 

Within the MBVL group, there has been some discussion as to the significance of the 

phase sequence present when the raw radar is inverse Fourier transformed. If target 

discrimination information is present in the phase sequence, it will be irretrievably lost when the 

HRR profile or modulus of the inverse transform is formed. While the significance of the phase 

sequence is specifically considered in the next section, the above consideration raises the 

possibility of target classification using the raw radar return directly thereby avoiding the usual 

inverse transform operation. In theory, the raw data should contain at least as much information 

as the HRR profile since the transform operation is invertible. One obvious concern is the clutter 

issue since each frequency bin of the raw data will contain a clutter contribution from each pixel 

of the entire radar footprint in contrast to the HRR profile where the relevant clutter is from the 

target or near-vicinity of the target only. Another concern is the loss of easily interpretable 

profile features (eg. a tank gun barrel) which would rule out "classification-by-inspection" and 

morphological type processing. In response to the first concern, it is emphasized that much of 

the clutter will be eliminated with MTI processing which can provide signal-to-clutter ratios as 

high as 28 db. Since target classification must be a real-time process, the processing must be 

done in a "black box" which does not allow sufficient time to use interpretable features; this 

constraint alleviates the second concern. 

In order to simulate classification with raw data only, the inverse transform was 

eliminated in the simulation program. Early SVD inspection of the raw data [f, 0] template 

indicated the same dominant eigenvector property observed in the HRR profile. Therefore, 

initial runs used the dominant eigenvector as the template feature vector. Table 1 ((a) thru (k)) 

gives the confusion matrices for a variety of parameter settings. Overall, the classification 

results are disappointing when compared to the HRR profile results. In the angle ranges greater 

than   180   degrees,   classification  percentages  rarely   exceeded   70%.      Clearly,   a  strong 
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classification force was at work but for some reason, the classification was not as effective as 

with the HRR profiles. Since the "dominant eigenvector" property varied with azimuth, an 

attempt was made in entries (e) thru (g) to use additional eigenvectors weighted according to 

their singular values. No improvement was noted. Attempts to make the data more gaussian 

were also attempted in entries (h) thru (k) but again with little noticeable improvement. 

Some possible explanations for the mediocre performance are listed below: 

(1) A simple programming error may have been made. This is always a problem when 

modifying a complex program written by someone else. 

(2) Clutter could be a problem since xpatch data does include a "rough" ground surface 

near the target. It was difficult to find detailed information about this feature of 

xpatch however. 

(3) Although the HRR profiles are well enough correlated in azimuth (correlation over 

2.5 degrees), it does not appear that the raw data is well correlated over 2.5°. Figure 

1 illustrates the relative decorrelation of the raw data compared to the HRR profile. 

The maintenance of sufficient correlation over a 2.5° angular sector is essential for 

acceptable target recognition. Unless a feature vector or stored template can well 

represent an angular sector of 2.5°, the entire foundation for the template matching 

approach is compromised and a mediocre confusion matrix is to be expected. Figure 

2 shows the autocorrelation matrices for modulus and phase of the raw data over a 2.5 

degree angle. The matrices are, of course, symmetric and the 0 to 60 interval 

represents the 60 raw xpatch returns over a 2.5 degree azimuth sector. Clearly, both 

the modulus and phase are not well correlated over 2.5 degrees. 

Item 3 above relates to a fundamental concern. One direct way of verifying the necessity 

of maintaining correlation over the template would be to progressively reduce the template size 

and observe whether the confusion matrix improves in the raw data case. Time constraints did 

not permit this test. As an added item, Table 2 presents confusion matrices when only the 

modulus and phase of the raw data are used as input. The degraded results demonstrate that both 

modulus and phase are needed in the raw data case, a situation which is not true in the HRR 

profile domain. 

48-6 



On a totally separate issue, I noticed that the overlays of the unwrapped phase of the raw 

data over a 2.5 degree template appeared as random fluctuations about a linear characteristic 

whose slope, from the Fourier transform delay theorem, provides the registration offset. This 

property could be useful in profile registration. 

IV.      The Meaning and Possible Utilization of the HRR Profile Phase Component 

As mentioned in the previous section, the presence of a phase term in the HRR profile is 

intriguing since it might add further target discrimination information. Initially, the presence of 

the non-zero phase was surprising since the inverse transform was thought to be the real 

scattering impulse response. It was speculated that perhaps the full hermetian-symmetric 

transform (F* (©) = F (-co)) was not observed in the xpatch data which would account for the 

non-zero phase. A more appealing interpretation was given by Wehner {1} in his equation (5.4), 

for the inverse transform, 

„-. +* 10 #> H,=i£G'6 (1) 

where Hj is interpreted as the average reflection coefficient over the bandwidth, B, of the radar 

or  Hl=UBR(p,f)df (2) 
B J 

where R (p,f) is the complex coefficient at pixel p. 

The average reflection coefficient could then have a non-zero phase value which would be target 

material specific. Whether the xpatch data set contains this type of information is not known at 

the present time. 

The most direct test of whether the phase contains discrimination information is to simply 

generate a confusion matrix using the phase as the only data input. The resulting confusion 

matrix is given in Table 3 which indicates all entries near the value 0.25 which implies that NO 

target discrimination has occurred. In order to focus the discussion, the overlayed unwrapped 

phase of the Ml tank is given in Figure 3 for a 60 response template (i.e., 2.5 degrees). Clearly, 

no correlation in azimuth is evident which, from the previous section, suggests a poor confusion 

matrix result. In order to reveal a more subtle target discrimination potential, an autoregressive 
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(AR) model was fit to the Ml tank and School Bus phase sequences using 4th and 7th order 

models. The roots of,the polynomials were then factored and overlaid. No obvious clustering 

between the two targets was observed. In another test, separability between phase templates was 

plotted versus azimuth for all six possible target pairings. The separability measure used was the 

absolute value of the difference between the phase template matrices of the two targets; Figure 4 

gives the separability measure between Ml tank and school bus and also between Ml tank and 

fire truck over the full 360 degrees. Good separability is apparent but, as mentioned before, 

good separability does not guarantee good target classification. The relative lack of correlation 

of the HRR phase as compared to the HRR profile is illustrated in Figures 4 and 5 and could be a 

significant factor in the poor confusion matrix of Table 3. 

The degree of true target separability inherent in the HRR phase sequence has not yet 

been determined. The "dips" in the separability measure of Figure 4 at angles 90 and 270 

degrees indicate that some target sensitivity is present, yet the confusion matrix indicates a 

nearly non-existent target discrimination ability. In view of equation (2), the xpatch data set may 

not contain detailed information on the complex reflection coefficient over the radar bandwidth. 

It would be interesting to look at the target classification.capability of the phase sequence using 

the MSTAR data set. 

V.        The Histogram Matrix and Its Possible Users 

At the beginning of the summer, an initial attempt was made to develop performance 

bounds using the concepts and techniques of information theory. An important concept in 

information theory is the concept of entropy which is a sealer defined in terms of amplitude 

probability density functions. It was the consideration of entropy that led to the idea of the 

histogram matrix which is formed by measuring the amplitude histogram over some azimuth 

interval of all resolution pixels in a number of contiguous range partitions. The original intent 

was to develop a template with good target separability that was not as sensitive to azimuth as 

the HRR profile templates. The histogram approach has less inherent angle sensitivity since it 

essentially makes no attempt to measure structure or coherence but merely monitors the relative 

frequency of occurrence of amplitudes in a range/azimuth partition. Figures 7 and 8 illustrate the 

histogram matrix for the Ml tank and school bus over an 8 degree azimuth sector with four 

contiguous range partitions each containing ten pixels; reasonable separability is observed. 
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Figures 8 through 11 show the degree of correlation of the histogram matrix within the 8 degree 

template while Figure. 12 shows separability of three targets (fire truck, school bus, and T 72 tank 

with respect to the Ml tank over 360 degrees of azimuth. 

Due to time constraints, no attempt was made to generate a confusion matrix using the 

histogram matrix as a template. Assuming there is enough azimuth averaging in the radar return 

(to reduce scintillation) to form a meaningful measured histogram matrix, a number of ways of 

correlating the two histogram matrices are available. An important potential application for the 

histogram matrix template is at X-Band where the HRR profile has an azimuth correlation of 

only 0.1 degree {3} and requires a prohibitively large template library. Another highly 

speculative application is to apply rate distortion theory to the histogram matrix formulation. 

The histogram matrix has a natural entropy value, given using the histogram probabilities, pn, 

ttofl'arlilioiK ttoßSins 

H = -     YJ        X     P"'ll°g2Pil 0) 
;=1 /=1 

while the rate distortion function for a separable markov image is {5} 

<r2(l-/>,e
2)(l-P0

2)" 
R(D)=ilog2 

D 
(4) 

where a2 is the mean square value of the image, PR and Pe are adjacent pixel correlation factors; 

and D is the level of distortion. The R(D) function gives the minimum information rate 

(bits/rec.) to transmit the scene at a distortion level D which could possibly be related to target 

separability. As a final remark on the histogram matrix, it should be stressed that there are a 

large number of parameters that can be varied in the formation of the matrix. For example, 

Figures 6 thru 11 use a non-uniform bin size to emphasize low level returns. The number of 

partitions can also be varied as well as the template width in azimuth. 

VI.       The Use of Forward Dynamic Programming in Multiple Aspect Angle Processing {6} 

A multistage optimization problem can be decomposed into a sequence of single 

optimization stages for which the optimization can be carried out sequentially stage by stage. 

The global solution is then constructed from the solution at each optimization stage.    The 
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mathematical formulation leads to a recurrence relation which can be evaluated sequentially. 

The main advantages of dynamic programming are: (1) the problem can be solved without 

knowing the statistical properties of the signal in detail; (2) due to the formulation in terms of 

optimization of a global criterion, a high degree of stability against local disturbances (i.e., large 

tracking error) is achieved; (3) the algorithm is guaranteed to converge to the optimal solution, 

and (4) the algorithm allows a straight forward machine implementation. Dynamic programming 

can be defined in terms of seeking a minimum penalty through a weighted graph. The 

fundamental principle of dynamic programming is the principle of optimality which can be 

stated as follows: "If the optimal path to a terminal node goes through an intermediate node, 

then the optimal path includes as its initial portion the optimal path to the intermediate node." 

In his dissertation, Liddy {7} extended the work of Larsen and Peschon {8} and was the 

first to apply dynamic programming to the multiple aspect angle target classification problem 

using the HRR profile. Liddy used a complex extended Kaiman filter tracker and an early HRR 

profile library to classify airborne targets only. While Liddy's treatment was comprehensive, his 

dissertation did not describe the algorithm's classification performance in detail. 

The other major attempt to look at multiple aspect angle processing was the work of 

Jacobs, O'Sullivan, and Bekker {3} and S. Worrel of VEDA {9} who used the joint or 

cumulative likelihood ratio to classify ground based targets with HRR profile returns. 

In the application of dynamic programming to the present problem, the following terms 

are defined: 

0 k = True angle track unknown to the user at update k. 

6 ™ = Track output at update k. 

Q"H  = Estimated    angle that is used to access templates of each target to compare to 

measurement. 

The steps of the algorithm are as follows: 
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1. Assume a lattice of nodes where the number of columns equals the number of aspect 

angle "looks" and the number of nodes is each column represent the possible tracker 

error (in degrees) both positive and negative. 

2. Assume a random sequence of aspect angle looks and also assume a gaussian 

(innovation sequence) uncorrelated tracker error sequence, A 0 k, where 10 k | < 5 

degrees. The 0 ™ always forms the center-node line of the lattice; that is, the lattice 

column nodes are symmetric with respect to the tracker output. 

3. From 0 OB = 0 f + A0k, the appropriate template is accessed and compared to the HRR 

observation determined by 0 [. 

4. Assume the all node metrics in the first column or update equal zero; Mo' = 0 for all i. 

Define a branch metric, referenced to the k* update or 

bk = a (A0k)2 + ß {1-[correlation of normalized template at 0k°B with normalized 
T 

measurement at 0 k ]}      (5) 

5. Form 

Mk
!= Min {Mk.,j + bjk}   (6) 

all.j 

where i = column node at k* update and j = column node at (k-1) update. 

6. Store path pointer at each node i for k"1 update column as the jth node resulting from 

the minimization of (6). 

7. After the last update, determine the minimum node metric and compare to a threshold 

D. If the node metric is below the threshold D, the target corresponding to that 

particular lattice array is declared and the optimum path is output from the path 

pointers. 

The above algorithm was programmed (a = 1, ß = 5) for the four xpatch targets over an 

irregular nine aspect angle look sequence; the results are presented in Figures 12 thru 15. 
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Excellent classification results were obtained!   The described configuration has the following 

advantages: 

(1) By defining the branch metric as in (6) the node metric of the true target never 

grows with number of updates which simplifies the choice of threshold value, D. 

(2) An estimate of the true sequence can be used to update the tracker algorithm {7}. 

(3) The unknown target class can easily be identified if none of the known target 

node metrics fall below D. 

It would be of interest to compare the performance of the dynamic programming 

algorithm to the joint or cumulative likelihood ratio approach for both synthetic (xpatch) and real 

MSTAR data. The robustness of the algorithm to large local tracking errors should also be 

investigated. With the new data sets now available, the value of the dynamic programming track 

estimate should also be evaluated in a sensor fusion context. 

VH-     Conclusions and Topics for Further Investigation 

As with most investigations of this type, there were more questions raised than questions 

answered. In addition to the topics mentioned in the specific sections, there is a more general 

problem that deserves attention. Based on previous discussions concerning the effects of target 

separability and template correlation on target classification, there should be an analytical 

attempt to develop a statistical model that can accurately predict the confusion matrix without 

requiring simulations. This non data-driven model could then predict performance for different 

sensor parameters, template types, etc. 
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0 degrees thru 75 degrees; fftshift; dominant eigenvector 

Ml Tank 
9 .10112366-01 
5.6179775e-02 
0.0000000e+00 
3.3707865e-02 

T 1 X- 
6.7415730e-02 
R-7640449er-01 
3.3707865e-02 
5.6179775e-02 

F;»-e TYui*. 
0.0000000e+00 
2.2471910e-02 
9.5S05618e-01 
4.4943820e-02 

(a) 

2.2471910e-02 
4.4943820e-02 
1.1235955e-02 
B.6516854e-04- 

0 degrees thru 125 degrees; fftshift.-dominant eigenvector 

7.2297297e-01 
9.4594595e-02 
5.4054054e-02 
1.2837838e-01 

1.0810811e-01 
7.7702703e-01 
2.0270270e-02 
1.2837838e-01 

4.0540541e-02 
2.0270270e-02 
8.1081081e-01 
1.1486486e-01 

1.2837838e-01 
1.0810811e-01 
1.1486486e-01 
6.2837838e-01 

(b) 

0 degrees thru 180 degrees;fftshift;dominant eigenvector 

6.9953052e-01 9 
1.1737089e-01 7 
1.0328638e-01 9 
1.3615023e-01 9 

,3896714e-02 
.3239437e-01 
,3896714e-02 
,3896714e-02 

8.4507042e-02 
5.6338028e-02 
7.2769953e-01 
8.9201878e-02 

1.2206573e-01 
9.3896714e-02 
7.5117371e-02 
6.8075117e-01 

(C) 

0 degrees thru 300 degrees; fftshift.-dominant eigenvector 

6.2146893e-01 
1.1016949e-01 
1.2146893e-01 
1.2994350e-01 

9.8870056e-02 
6.7231638e-01 
9.0395480e-02 
1.4689266e-01 

9.8870056e-02 
9.3220339e-02 
7.0621469e-01 
7.3446328e-02 

1.8079096e-01 
1.2429379e-01 
8.1920904e-02 
6.4971751e-01 

(d) 

degrees, thru 125 degrees;no fftshift;weighted eigenvectors 

8.3108108e-01 
1.8918919e-01 
7.4324324e-02 
1.2162162e-01 

3.3783784e-02 
7.3648649e-01 
1.3513514e-02 
5.4054054e-02 

4.7297297e-02 
4.7297297e-02 
8.2432432e-01 
1.0810811e-01 

8.7837838e-02 
2.7027027e-02 
8.7837838e-02 
7.1621622e-01 

(e) 

0 thru 125 degrees;fftshift;composite template generated 
from 59 [u] eigenvectors weighted and normalized according 
to their singular values 

7.8378378e-01 
4.6621622e-01 
1.1486486e-01 
1.4864865e-01 

1.3513514e-02 
3.9864865e-01 
6.0810811e-02 
8.1081081e-02 

7.4324324e-02 
4.7297297e-02 
5.8783784e-01 
1.4189189e-01 

© 

1.2837838e-01 
8.7837838e-02 
2.3648649e-01 
6.2837838e-01 
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0 degrees thru 180 degrees;fftshift; composite template generated 
from 59 Ju) eigenvectors weighted and normalized according to their 
singular values 

6.3849765e-01   5.6338028e-02   1.2206573e-01   1.8309859e-01 
3.5680751e-01 
1.3615023e-01 
2.1126761e-01 

4.8826291e-01 
1.1267606e-01 
7.9812207e-02 

7.5117371e-02 
5.6338028e-01 
1.4553991e-01 

7.9812207e-02 
1.8779343e-01 
5.6338028e-01 

(g) 

0 degrees thru 125 degrees;fftsht;power transform(=0.4) of 
real and imaginary parts; dominant eigenvector 

4.3918919e-01 
1.2162162e-01 
1.1486486e-01 
1.0135135e-01 

2.8378378e-01 
5.2702703e-01 
1.081081l'e-01 
1.7567568e-01 

1.2837838e-01 
1.4864865e-01 
4.3243243e-01 
3.1081081e-01 

1.4864865e-01 
2.0270270e-01 
3.4459459e-01 
4.121621"6e-01 

(h) 

0 degrees thru 125 degrees;fftshift;power transform(exp=0.2) 
of modulus of raw data;dominant eigenvector 

7.2972973e-01 
8.7837838e-02 
4.7297297e-02 
1.4189189e-01 

9.4594595e-02 
7.5675676e-01 
1.3513514e-02 
8.7837838e-02 

5.4054054e-02 
4.7297297e-02 
7.8378378e-01 
7.4324324e-02 

1.2162162e-01 
1.0810811e-01 
1.5540541e-01 
6.9594595e-01 

(i) 

ofd^9HeTS th«U 18° degrGeS;Cftsnift;Power transform(exp=0.2) of modulus of raw data;dominant eigenvector 

6.7605634e-01 
1.0328638e-01 
8.9201878e-02 
1.7840376e-01 

1.0328638e-01 
7.2769953e-01 
6.5727700e-02 
8.9201878e-02 

9.3896714e-02 
7.5117371e-02 
7.5117371e-01 
8.4507042e-02 

1.2676056e-01 
9.3896714e-02 
9.3896714e-02 
6.4788732e-01 

0) 

0 degrees thru 180 degrees; f ftshift ,-power transform (exp=0 2) 
on modulus of raw data;3 dominant eigenvectors 

7.6525822e-01 
2.3004695e-01 
9.8591549e-02 
1.9718310e-01 

4.6948357e-02 
6.8075117e-01 
2.3474178e-02 
8.4507042e-02 

8.4507042e-02 
4.2253521e-02 
7.8873239e-01 
9.8591549e-02 

1.0328638e-01 
4.6948357e-02 
8.9201878e-02 
6.1971831e-01 

(k) 

Table 1: Confusion Matrices Run with Raw Data as Input 
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Autocorrelation Matrix of Modulus of RAW for School Bus 

0     0 

Autocorrelation Matrix of Phase of RAW for School Bus 

500-, 

0     0 

Figure 2: Autocorrelation Matrices for Raw Data 

0 degrees thru 180 degrees;no 
eigenvector 

3.0516432e-01 
1.3615023e-01 
2.4413146e-01 
1.5023474e-01 

fftshift;abs(raw) ,-dominant 

2.5352113e-01 
4.4131455e-01 
1.6431925e-01 
2.3474178e-01 

1.7840376e-01 
2.0187793e-01 
3.7558685e-01 
2.2065728e-01 

2.6291080e-01 
2.2065728e-01 
2.1596244e-01 
3.9436620e-01 

0 degrees thru 180 degrees,-no ff tshift ;angle (raw) .-dominant 

eigenvector 

4.8356808e-01 
2.1596244e-01 
1.2676056e-01 
1.5023474e-01 

1 .7370892e-01 
5.2112676e-01 
1 .5023474e-01 
1.3615023e-01 

1.5962441e-01 
9.3896714e-02 
5.2112676e-01 
1.8779343e-01 

1.8309859e-01 
1.6901408e-01 
2.0187793e-01 
5.2582160e-01 

Table 2: Confusion Matrices for Abs Only and Phase Only for Raw Data 
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0 degrees thru 180 degrees; angle of hrr-profile used as 
discriminant;+/-10;dominant eigenvalue 

NO TARGET DISCRIMINATION 

2.0657277e-01 
2.1596244e-01 
2.2065728e-01 
2.5821596e-01 

2.4413146e-01 
3.3333333e-01 
2.4882629e-01 
2.7699531e-01 

2.7699531e-01 
2.2065728e-01 
2.6760563e-01 
2.2535211e-01 

2.7230047e-01 
2.3004695e-01 
2.6291080e-01 
2.3943662e-01 

Table 3: Confusion Matrix with HRR Phase as Input 

-40 

10 20 30 40 50 60 70 80 90 100 

Figure 3: Unwrapped Phase Overlay for Ml Tank Over a 2.5 Degree Template 
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1.7 
Profile Phase Seperability for 2.5 deg. Template vrs. Azimuth 

50 100 150    200    250 
Azimuth Angle 

300    350 

Figure 4: Phase Template Separability 

400 

^oco„ela„onMaln,ofUnwrappedPhase:M)tank 

Figure 5: HRR Phase Autocorrelation Azimuth 
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Aolocorrelalion Matrix ol HRRprofile:Ml Tank 

1500, 

1000, 

Figure 6: HRR Profile Autocorrelation in Azimuth 

1000 

500 

0 

Histogram Feature for School 8us:8.0 Degree Template 

Figure 7 

20 30 40 50 60 70 

10 20 30 40 50 60 70 

10 20 30 40 50 60 70 

20 30 40 50 60 70 

0 10 20 30 40 50 60 70 
Amplitude binsfbin size increases prop, to amplitude) 

0 

1000* 

500 - 

0 

Histogram Feature lor Ml Tank:8.0 Degree Template 

0 10 20 30 40 50 60 70 

,.0 10 20 30 40     50 60 70 

10 20 30 40 50 60 

10 20 30 40 50 60 
Amplitude binsfbin size increases prop, to amplitude) 

Figure 8 
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